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Brief History of Dialogue Systems

Multi-modal systems TV Voice Search Virtual Personal Assistants
e.g., Microsoft MiPad, Pocket PC e.g., Bing on Xbox
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(e.g., Nuance, SpeechWaorks)
User: “I want to fly from Boston Early 2000s ”‘““};‘:""“"’ . '(;n?““ o
to New York next week.” O
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Material: https://deepdialogue.miulab.tw



https://deepdialogue.miulab.tw
https://youtu.be/9suMg_JI_yY

Brief History of Dialogue Systems
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Google, Duplex (2018)

Microsoft, Xiaoice (2018)
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Why Natural Language?

e Global Digital Statistics (2018 January)

Total Population Internet Users  Active Social Media Unique Mobile Users Active Mobile
7.59B 4.02B Users Sacial Users

5.14B
" 79 208 ‘.‘ 13% .‘ 4% 2.968 ‘.‘14%

The more natural and convenient input of devices evolves towards speech

Material: https://deepdialogue.miulab.tw
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GUI v.s. CUI

Star Wars Vili:
The Force Awaken

0 2)8%9N

2016/218 LR TS L
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The Force Awakens |s set approximately 30 years
after the evants of Ratum of the Jedi, where the
Habel Allance and the Empire have become the
Resistance

Material: https://deepdialogue.miulab.tw
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https://deepdialogue.miulab.tw

GUI v.s. CUI (Conversational Ul)

Situation Navigation, no specific goal

Information Quantity More

Information Precision Low

Display Structured

Interface Graphics

Manipulation Click

Learning Need time to learn and adapt
Entrance App download

Flexibility Low, like machine manipulation

Searching, with specific goal

Less

High

Non-structured

Language

mainly use texts or speech as input

No need to learn

Incorporated in any msg-based interface

High, like converse with a human

Material: https://deepdialogue.miulab.tw
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Category of Dialogue Systems

User says: Dialogue Category
e | am smart — Chitchat
* | have a question — QA

When Iron Man is dead?

* | need to get this done — Goal-oriented
I want to book a restaurant

Material: Jianfeng Gao & Michel Galley, Tutorial, ICML, 2019



Spoken Dialog Systems

. : : ® Domain Identification Semantic Frame
Are there any action movies to see this : :
weekend? ® User Intent Detection request_movie
; ® Slot Filling genre=action, date=this weekend
1
. I
Speech signal ) ® Dialog State Tracking (DST)

| @ Dialog Policy
Text input A '
I
Language |
I

Understanding

Dialo w
et pum——

Backend Action /
External Knowledge

|

\ ,
T ext response

Speech response

P et T

System Action / Policy

request_location
Where are you located? 9 B
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Transition of NLP to Neural Approaches

morphological |
speech contextual
. and lexical parsing .
[ analysis | L [ analyels H M reasoning \
- application
reasoning and
execution
speech morphological syntactic utterance
synthesis reakzation realization planning
= = = =
m lexicon and discourse domain
| grammar context knowledge
rules Neural Model for Each Module
Phonology Morphology Syntax Semantics Reasoning
—_— N N e e

Backend Action /
External Knowledge

T ext response

Speech signal :
T
. I Natural
Textinput | . Language
: Understanding ©
' ——
< I Dialog v
: Management V\’
~>, ' -
I
i
I
[
I

Speech response

11



Transition of NLP to Neural Approaches

Symbolic Space

* Knowledge is explicitly represented
using words/relations/templates

* Reasoning is based on keyword
matching, sensitive to paraphrase
alternations

* Interpretable and efficient in execution
but difficult to train E2E.

s a poultry Purpose supply Typ_oby
s a Quesp
smooth hen ' A Couek )-Typ 08 ¢ heep
2.y ‘
Typ_ody . Purpos L eat
Typ suby Cause
s a2 ~ .
s quack )
Typ doty ~— + animal ¢ Not /s a2 plant
" a2 s 2
s a L
*(make) .| bird) 8 2
Typ ob .
’ v « _sound Part
s a2
QIgle Is a3~ goose » wing i 2
toans | Typ suby of proe s 2
- - -l Is
s » beak “Part of - Part
- - : |"'. M g
strike . ",. N e sutf of ¥ oby
. turtie . log
52 Typ suby s 2 catch
face Locen of - mouth MHyp - (Opening

Input: Query

Symbolic = Neural
Encoding the query/knowledge

2
]
]
)
)
)
E 8
: o
i ®©
1 Q.
: v
: ©
E 2
E2E training via ! g
back propagation E =
; £
: c
1 O
Errors E o
.......................... -+ &

Output: Answer

generate answer vector

Neural = Symbolic
Decoding the answer in NL

Neural Space

* Knowledge is implicitly represented by
semantic classes as cont. vectors

* Reasoning is based on semantic
matching, robust to paraphrase
alternations

* Easy to train E2E, but uninterpretable
and inefficient in execution

: \
“film", *award”™

film-genre/films-in-this-genre
film/cinematography
cinematographer/film
award-honor/honored-for
netflix-title/netflix-genres
director/film
award-honor/honored-for
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Machine Learning = Find appropriate function

e Speech Recognition

U e ) = PE5IM2
* |mage classification

f E ) = Cat

——

fl %285 ) = 5-5 (next movement)

e (Go Playing

nnnnn

e (Chat Bot

flees B tiR Yx|?7) = ‘@5 HY Aot

Input === Model f

Material: https://deepdialogue.miulab.tw
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Types of Machine Learning

(Data with labels) (Data without labels) (States and actions)

Input Input Input

Supervised learning Unsupel_'wsed Remforcgment
learning learning
e o
= S
Reinforcement
( signal '
"/ ! I N
Critic Critic
Output Output Output
(Mapping) (Classes) (State/action)
Classification * Clustering  Robot Navigation
* Image classification * Recommender system e Game Al
e Sentiment text classification ¢ Dimension reduction  Dialog Policy Learning
Regression * Meaningful compression
* Weather forecasting * Feature extraction
* Market forecasting e Topic modeling

15



Neural Networks and Deep Learning

19805-ERA NEURAL NETWORK

Links carlry signals
from one node
to another, boosting

DEEP LEARNING NEURAL NETWORK

Multiple hidden layers
process hierarchical features
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Training Neural Nets = Optimization

Forward pass Error Back Propagation
.|.;.“ W) = a8 {error term of the output layer)
(compute gradient) 83) = 3 - y
e N\ P '_j_wn
N | 1 :a |: 1 )
1 ‘l l:\l )\ S \ N B~ 3(0) 2( f( ))2
A Ty : p \‘ ‘ y = — y — (X
\‘\ \ ‘. / — ‘7 o i l l
. \ { ! -~
= . o Inputx () output y <% target y
) { ) B -
Input x | . {> /" output 'y | L VN
o~ ( Y ( ) T Ve
P \/ /’-“\./ "., _,: S’ S~
[ ) — | s L] )
Ay Yo T oz 29(2®)
- - 5% = (W) 3 « S

(error term of the hidden layer)

* Update the weights and biases to decrease loss function
1. Forward pass: compute network output and error
2. Backward pass: compute gradient by EBP
3. Update weights by gradient descent
0Z

ow(®

WD O _
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Three things defining deep learning

Iy

axon from 2 neuron

1. Neuron type
(activation function)

2. Architecture

3. Learning algorithm:

Loss function & Optimization ,

pixel value \ |dentify dentify |dentify /'

Input

wo — (Artificial) Neuron: computational building
% :l.’c- %o block for the “neural network”
,/,coll body

/ \ f(zur,-z,-+b)
?w,—z,-«f-b f* $7 -
\‘—‘ oulput axon

/ activation
woxs T function

DEEP LEARNING NEURAL NETWORK

why i

Multiple hidden layers
process hierarchical features
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_ Identify
|dentify combinations
ght/dark or features
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1. Neuron type (activation function)

Iy

wy

axon from 2 neuror
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block for the “neural network”
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2. Architecture

Multiple hidden layers
process hierarchical features

1. Deep Neural Networks (DNN)
e Fully Connected Layers

2. Convolutional Neural Networks (CNN)

e Weight sharing and pooling

v
3 Output:
33 ‘Ceorae
S 7" \dentit
" L Y

combinations
or features

Identify
features /

light/dark

pixel value \ |dentify

dentify
edges inati

combinations

3 of edges ——7

e Spatial data: Image

—
8

Convolution

3. Recurrent Neural Networks (RNN)

e Time series data
e Speech, Language, Video

Pooling Convolution Pooling Fully-connected

one to one one to many many to one many o many many o many
T FYy TE 4 4 T b s
— — ey (g e p— — o — g—
'T— 79 0 " OE T 5 AT UAT T _T_ T ¥3
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3. Learning algorithm: Loss function & Optimization

Regression . .

What is the temperature going to ° I—OSS funCtlon quantlfles gap between
772k prediction and ground truth (labels)
- 84° | * For regression:

| | e Mean Squared Error (MSE)

Classification o .

Will it be Cold or Hot tomorrow? e For classification:
ol m e Cross Entropy Loss

(a.k.a. Negative Log Likelihood)

Mean Squared Error Cross Entropy Loss

1 C
20) = - — Z (1, — f(x)))? ZL0) = - Z t;log(p(y|x))

 Optimization: Stochastic gradient descent (SGD)

21



Neural Network Playground
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Natural Language Process Tasks

Text Classification
* Sentiment classification: | love it — positive? negative?
Language Generation

e Machine translation:  AFEILICE = Love it
* |mage captioning:

Question-answering e - J
(Machine reading comprehension)

POS tagging

, N A
"man in black shirt i3 p aying
quizzar.”

Chungking Airport

The Stanford Question Answering Dataset

An glipart is an ée odrome with facilities for flights (o take off and land Alrports What is an aerodome with facilities for flights to take off and land?
citen have facilities Lo store and maintain aircraft, and a control tower. An Qirport ai-oort

consists of 3 landing area, which comprises an aerizlly accessible open space

including at least cne operationally active surface such as a runway for a plane to What s an aerially accessible open space that includes at least one active
take off or a ehipad, and often Includes adacent utlity bu kcings such as control surtace such as a runway or 3 heligad?
towers, hangars and terminals. Larger airports may have foced base operator la~ding area

. ) . . ) . . T T
Serves MJL'IU s, ar ra‘fic control centres, passenger facllibies such as

What s an airport?
acrodrome wikh faci ities for fl ghts to take off and land

24



Word Embeddings (word2vec)

e How to represent word symbols as (semantic) vectors?

Multiple hidden layers
process hierarchical features

RE

BALTIER G - PRI B = ¢ Ceorge’ Ne
AN 2 g
et < 4, : : >

”

Identify combinations
light/dark or features
pixel value \ |dentify dentify |dentify

edges combinations features

3 of edges ——7

Spdin \

A 1 Italy \de id
Cermany — Rome
rlin
man walked
O #. Turkey \
el ,* Ankara
0 T teal woman .
kin I O @) ) swam Russia L cow
¢ T A. walking ”. Canada ODttawa
queen 2 . X Japan —— Tokyo
/ T O Vietnam Hanoi
swimming China Bei jing
Male-Female Verb tense Country-Capital

https://developers.google.com/machine-learning/crash-course/embeddings/translating-to-a-lower-dimensional-space



Word Embeddings (word2vec)

e [earn the meaning of a word from its neighborhoods!

INPUT PROJECTION OUTPUT INPUT PROJECTION OQUTPUT
wi(t-2) ' d wi(t-2)
wi(t-1) > 4 w(t-1)

SUM

Q

> w(t) w(t) R

/

4
w(t+1) A wit+)
w(t+2)| | 4 wt+2)

CBOW SKip-gram

T. Mikolove et al., Efficient Estimation of Word representations is vector space, 2013.



Language Model

» Probability of a sequence of m words: p(W;, w,,...w,)
2F |usi=
o Application: Choose the next word: p(w,,,, ;| w;

e N-Gram LM

.....
o~ o=

0& wdolz m

S5 FUsls 0j2/A
countw, . 1, W, W, 1) |
o P (Wm+1 |Wm m—l) — o (tri-gram) 2& s HelaEE
’ count(w,,, w,,_1) o

e Count based approach has weakness on unseen word sequence
e Fixed width context

e Neural Language Model
e RNNLM (Mikolov, 2010)

P(WI"The") P(WI"..quick") P(WI"..brown") P(W"...fox")

(sotmar ) [sotwar ) [sotwar] (o)

A

—hg—-[ R?IN }hf{ R?N ]—hg—-[ R?N ]—h:r'[ R?N ]~h4—>

lIThell |lquick|| llbrOWnll llfox“




Recurrent Neural Networks

h, =fx,h_)=c(Wx,+Wh,_, +b)
Por T
LaH = A [ A

o
b b & - o

one to one one to many many to one many to many many to many

—»

—_—

-
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Long-Term Dependency

e
:

!
A

|
A —

3&&

* Short-term dependence:

Bob is eating an apple.

Context =« Long-term dependence:

Bob likes apples. He is hungry and decided to
have a snack. So now he is eating an apple.

Lo
;

[
A

!
b &

In theory, vanilla RNNs
: can handle arbitrarily
] long-term dependence.,

A A
é é) é In practice, it’s difficult.




Long Short-Term Memory (LSTM) Networks

S R i S ®
------ ' T Memory Cell 4 T
N ( ! g \
—— i By Ead
G
A T ot A
> ‘?l[?]&i‘ﬂ[‘;] L_._p =

é} ) &
Pick what to forget and what to remember!

Previous output (/,_,) and new data (x,) are fed into the LSTM layers

1. Decide what to forget from the memory cell (forget gate)

2. Decide what to remember from the data and previous output (input gate)
3. Decide what to output (output gate)

30



Bi-directional RNN

* | earn representations from both past and future time steps

31



Encoder-decoder architecture

e Seqguence-to-sequence (Seqg2seq)

target output words
- >

Je suus etudlant </s> Iloss layer

H [projection layer

I
I I hidden layer 2
1

|V1

Ihzdden layer 1
ﬁ Ii‘ |l‘ I Iembedding layer
T 1
I am a student <s> Je suis étudiant _ _
\r_/ * Machine translation
 Dialog Response generation

encoding decodmg



Attention Mechanism

Focus on certain parts of the input sequence when predicting a certain part of the
output sequence

= c oy

@ @ @ @ % o e 4=
i 2 ° % A
1 5 C m ) ™~ >
pEcpSefgs 28 5
(o = — 5 -
Froomu € =6 & a~ v

4 I | | vEl
accord
The attention mechanism S decoder decoder decoder decoder -

5 S5 S3
la
JCl }62 }63 )C* zona

2conomicus

aurapéenne

a
&ta
signg
\ F €n
S() hl’ n.;v_. h;, h4 hl \h: h}. \h* JQIJL
encoder +| encoder —| encoder +| encoder 1992
! <end=
__oolen) exp(eiz) exple;) expley)
Fi1 = " . @) = T — - Qi3 = - - - @iy = - ‘ -
L1 €7 (633 oo eXPlere) Ii. explew) Ty exple) The attention mechanism
& '
4
Xjy) Xz, Ajz, Ty ~
softmax Ci = ai,-h,-




Transformer, Attention is all you need

Qutput
Probabilities
|
Scftmax
Lnear
{ Add & Norm A
Feed
Forward
— | ==
4 R Add & Norm
A‘*’F&.N‘”m Muti-Head  Without RNNSs, only attention mechanism
eed Attention .
Forward 7 - ’m Nx is used!
— 1 — &"_)—“Norm e Self-attention
INX Add & Norm i e Multi-head attention
Multi-Head Muti-Head 1t i
Attention /-‘L\Jttentior ° POSIthHaI enCOdlng
o J ——
Positional Positional
Encoding ? (?@ Encoding
Input Output
Embeddng Embedding
Inputs Outputs
(shifted right)

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems. 2017.



Recent Word and Sentence Representatio 4

e BERT: Bi-directional Encoder Representations from
Transformers

A

1 - Semi-supervised training on large amounts 2 - Supervised training on a specific task with a
of text (books, wikipedia..etc). labeled dataset.

Ths model is tra ned 01 a certain 1as< that erab €5 it 1 grasp Supervised Learning Step

pelerns nlanguage. By e end o (he lraming orocess, —— — — — — — —

R=RT nas languaga-pronessing 2bilities capable of ampawaring ”~

many madelz we later wead to buld and train n 2 sunervised way 75%  Spam \
f Classifier N
Semi-supervised Learning Step 25% | Mo Spam l

- |
=\ |

I Model:
| Model: (pre-trained

C— BERT | " step #1)

BERT

y |

t |
I Datase Sury thaza pllls Spam
WIKIPEDIA | Dataset: N .
A S Eraplagnate Win cush prices Span I
| .. Frecict the masked wordd Dazr Mr. Atr=des, pleasa find attachec... Mot Spam
Objective: e e ¥
(langauge moeaeling) \ /
\ — —

D

e

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).35



Use the output of the

masked word’s position
o predict the maskea word

Randomly mask

15% of tokens

Input

L%
. :

BERT

Fnaglish woras 0% Improvis
0% ZNEZ 1

Pretraining: Masked Language Model

FFNN + Softmax

BERT

[MASK]
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BERT

Pretraining: Two-sentence Classification

Predict likelihood
that sentence B
oelongs after
sentence A

% IsMNext

99% NoNext

Tokenizec

Input

INnput

FFNN + Softmax ]
® & 9
BERT
s e e
[CLS [MASK]
[CLS] [MASK] 1in [MASK]
L J L J
Senrence A Sertence B
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BERT

Fine-tuning for downstream tasks

Class

Lab21

ic l[ A BFAME - B
BERT

tee | = | | B Boen [ B ] [ e

L=d]) - Ce]le=0]) - (G
l_'_l I_'_l

sanlence 2

(a) Santenca Pair Classification Tasks:

MNLI, QQP, QNLI, ETS B, MRPC,
RTE, SWAG

SlanlVE W Span

——
LL.I ["'l'nml 'J lT]

G - &=
BERT

) & | & | - Fs

¥ L pu. & oy

o8] | Tk Tk 2 Tok N

Single Sentence

(b) Single Sentence Classification Tasks:
SET 2, ColA

BERT
B |_E, & || Egen] _E &
—0—0 o—C—0O G
ER- HEH-E

Cueziion Parsgraph

(¢! Question Answering Tasks.
SQuAD v1.1

0 3-PER 0
BERT
Eng I =S I = Ey
u ¥ pua B ny
[cLs) [Toh‘ I Tuk 2 .. Tuk N

Single Sentence

(d) Single Sentence Tagging Tasks.
CoNLL-2003 NER
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Pre-trained BERT for Korean

Google Bert (Multilingual) . https://github.com/google-research/bert/blob/

master/multilingual.md

ETR', KorBert: http://aiopen.etri.re.kr/service dataset.php

SK T-Brain, KoBERT: nhttps:/github.com/SKTBrain/KoBERT

SKTBrain / KoBERT ®wach= 9 W Unstar 220 Vrork 21

<3 Coxde sses 0 Pull requests o Projects O Wiki Security In<igghits

Korean BERT pre-trained cased (KoBERT)

korean-nlg anguags-model

& 10 commits ¥ 1branch 2 0 rzlegses 21 1 cortributcr &= Apache-2.0

Branch: master v New pull request Createnew file  Upload files  Find file Clone or download ~

naven-jecn Update READNE md Latest commit 21cades 10 days ago
M mgs Inibial commut 16 days ago
B <abert add pkg install scrpt 16 days agao
M ogs initial commit 6 days ago
M sor pls/NSMC add MXNat example 10 deys ago
LICENSE Upoate LICENSE 18 deys ago
README.md Upgate README. md 10 days aqo
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Outline

|. Introduction to dialog systems

Il. Background
e Machine learning
e Deep learning and Neural networks
lll. Deep learning for Natural Language
e Word embedding
e Language models
V. Deep learning for Dialog systems
e SUMBT
e LaRL
e (Challenges
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Conversational Agents

Chit-Chat

Know.'c-dge-

grounded
S€q2seq models

0 239

Task-Oriented
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Spoken Dialog Systems

Are there an .-~ e Domain Identification Semantic Frame
y k ° (;:'?a /R ® User Intent Detection request_movie
weerend: e Slot Filling genre=action, date=this weekend
Speech signal
. Natural
Text input Language

Understanding

H
Management {—

\ ,
r ext response

Backend Action /
External Knowledge

‘f..i;‘;\ 1eration

Speech response

System Action / Policy
request_location

Where are you located?
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MultiWOZ dataset

Restaurant

Hc}tel

Multi-domain Goal-Oriented Dialogue System

Dialog History
User: | would like moderate price ronge please.
Belief State:{area=centre, foad=modern european, price
range=moderate )

System: | found de Juca cucina and bar ancd riverside
brasserie . does either of them sound gocd for you?
Dialog Act:restaurunt-inform:{name=luca cucing and bor,
narme=riverside brosserie;

User: Lets try a table for 1 on Monday at 16:45.
Belief Satte: {area=centre, focd=modern european, price
range=maoderate)

System: Okay, that worked ! the table will be reserved
for 15 minutes . your reference number is MJEQQ3RS. is
there anything else | can do for you?

Dialog Act: restauraont-bcoking:{book=reference}

User: I'm locking for a cheap place to stay with free wifi .
. Belief State:{price-range=cheap, internet=yes}

System: we have 10 possibilities for you . do you have
any additional preferences ¢
Dialog Act: hotel-inrorm:{choice=.

Restaurant/Hotel/Hospital/Attraction

: [ I I l |
Field | | I

Fielo
Entry ————1 Field | | | N |

Entry - - |l=
Entry Field

Enmtry |- [- |- |- |-

Ara theve sy action movias fo see this

waskend?

Speech signal

¢ Domain ldentfication Semantic Frame

e User Intent Datection reguest_rmovie

e Slot Filling

Textinput

Natural
Language

e

NI TS pOn:
yextresponse

[ Understanding

Speach respanse

Whara are you locatea?

aenva=action. date=rhis weakand

1

1

; Backend Action /

1 External Knowledge
1

1

System Action / Policy

request_location
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Toward End-to-End Multi-Domain
Goal-oriented Dialogue systems

Utterance —> Dialog State Tracking

e Domain Identification Semantic Frame

AT UTIZTE) E17) e (THEVES D S0 etk ® User Intent Detection request_movie

5 |
weekend: e Slot Filling genre=action, dategthis weekend
Speech signal | Speect { dialog State Tracking (DST)
. s e 828 g Rialog Polic
. - 3 Natural g " /
Text input 3 Language

Understanding

Dialog

.. s
iviaiuascni\:n"s

\,

r ext response
h

Speech response

% Backend Action /
External Knowledge

System Action / Policy
request_location

Where are you located?

~

Dialog States (—> Policy Action) —> Response
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SUMBT: Slot-Utterance Matching Belief Tracker

* Problem: Domain independent belief tracker
e Key Ildea: Find the slot-value of a domain-slot type from user and system’s
utterances using attention mechanism like question-answering problems

Belief state
C(;ﬁ\’#“\ of “faod" slot in “restaurant” domain fr—
W ! ALY e 9
. none _—
Dialog don't care
ANSV/ET Modern Europcan
<Turn 1> Indian
System: What type of food would you
like? question Belief state
User: A modern < of ‘price range” slot in “restaurant” domain
European food.
none
don't care
cheap
moderate
expensive
: MultiwOZ
Model MulitwOZ (Only Restaurant)
Joint Slot Joint Slot
2"0[1)';’)1; (Ramadan et al, 0.1557  0.8953  0.1789  0.5499
GLAD (Zhong et al., 2018)* 0.3557  0.9544  0.5323  0.9654 as] w I5=P)
GCE (Nouri et al., 2018)* 0.3627 0.9842 0.6093 0.9585 [CLS] what ype of Tood would you ke ? [SEF]
a moderately pncad modkem Euronean food | [SEF)
TRADE (Wu et al., 2019) 0.4862 0.9692 0.6535 0.9328
SUMBT 0.49065 0.97290 0.82840 0.96475

Lee H, Lee J, Kim TY. SUMBT: Slot-Utterance Matching for Universal and Scalable Belief Tracking. ACL, 2019. 45



LaRL: Latent Action Reinforcement Learning

e Problems:
e Simple hand-crafted system action space
e Word-level RL suffers from credit assignment

e Key ldea: Latent action spaces, decoupling the discourse-level decision-making
from natural language generation

Baseline: Word-level Reinforcement Learing

Yoy ¥ LAY Yy
Wes W2 W3S ] '. . W4 WH Wwg
T Ay, .".
20 P B S o et st ”
Encader -’\._> ,"’ Encoder ——> Ara there sty ction movies fo see this N ,E,:,',‘I, T“l,[,‘:['[u ,l“: f:_;llfnm:,r,r:m
l | ] waskend? 3 :«:In-r —m\:g o arnva=action. date=rhis weakand
PN P S Pry o T——r
/4. \ a!pg{li ﬁg £) :
usertum 1 wiw2wy —~  useriumn 2 . Natural 1
Textinpur | : Language ]

{ Understanding

User simulator — | '
: : g —

/ Evaluator % . g S

= —=

(Environment) e esponse | |
; Backend Action /

External Knowledge
Model : ¢

2T W1 We wa < W4 W5 Wg

E) System Action / Policy
! ’Y‘ : request_location
Encoder '—h-I_z)—b A Encoder | > z > Reward
| - . -
AN /A
~—— e | \.l
user turn 1 wiwews—"  usertum 2

Zhao, T., Xie, K., & Eskenazi, M. Rethinking Action Spaces for Reinforcement Learning in End-to-end Dialog Agents with Latent Variable Models. NAACL-HLT 2019 46



Toward End-to-End Multi-Domain
Goal-oriented Dialogue systems

Utterance —> Dialog State Tracking

DEMO

> Policy Action) —> Response
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Evolution Roadmap

| feel sad...

I've got a cold what do | do?

Multi-
domain

Single

~ What is influenza? -

systems

systems

Dialogue depth (complexity)

Dialogue breadth (coverage)

Material: https://deepdialogue.miulab.tw

Dialogue depth (complexity)

Empathetic systems eel sad...

I've got a cold w
Common sense system

What is influenza
Knowledge based system

Dialogue breadth (coverage)
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Xiaolce
System Architecture

User Experience Layer

HiRAXG

werbho.com

=,

Terncent i

&J Meipai
& 210

c .

facebook »

Full Duplex

stream-based

conwversations
(voice)

Message-based
conversations
(text, image,
voice, video clips)

| am feelihg much tetter
Thanks for talking with e
about wok eatier!

Xiaoice

Mmmm

Good, It Is elready 1200am,

and you need to get some sleeg
now. Do you wart me to set up
awake-up call fomorrow moming?

Hmm

Microsoft, Xiaoice (2018)

Conversation Engine Layer

___________________________________

Core Chat Skills
Task Deep
Completion Engagement
General Domain
Chat Chat
Image Content
Commenting Creation

Empathetic
Computing

User Understanding
Social skills

Xiaclce personality

Global
State Tracker

Dialogue * Top level policy for skill selection
Policy

* Topic manager for Core Chat

Dialogue Manager

Data Layer
Xiaolce User
Profile Profiles
Paired Unpaired
Dalasels Datasets
(text, image) (text)
Topic Knowledge
Index Graphs
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Dialogue System with Personality

) How to huild a State-of-the-Art Conversational AI with
Transfer Learning
MO

Random personality Shufle 2C  Share [

T listen ™o classical music,

T enjoy golling.

L am marnied with three kids.

I leve my work and just got oromotad.
L werk for a large Law firm.

Start chatting

The machine learning model crealed a consislent persona basec on these faw lines
of bio. Ycu can now chat with this persona aselow.

Hi

hellc hew are you today

Do vou love swimming?

I love golfing. i love it

Davou have children?

ves I've 3 Kis.,

Send

"
on. do you have any Fobbigs|

https://convai.huggin

ngface.co
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Summary

l. Introduction to dialog systems
* Brief history, components and categories of dialogue systems

Il. Background

* Machine learning:
Supervised, Unsupervised, Reinforcement Learning

* Deep learning and Neural networks:
Neuron, Architecture, Learning Algorithm

Ill. Deep learning for Natural Language

* Word embedding: Skip-gram, CBOW

 Language models: RNN, BERT (Attention, Transformer)
IV. Deep learning for Dialog systems

* E2E Multi-domain Goal-oriented Dialog System
e Future direction

e Empathic, Personality, Open domain, Common sense ...
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SK T-Brain, Al Center

e https://skt.al Meta A

_>

©
Conversational Al

Applied Research &
Applied Research & Commercial Development 0 > O
Cammercial Davalopment TeCh Pro’[ofyp]n g

T-Brain

Visual Al
)

Cutting-edge Al res L'(UCh. o et HUMAN. MACHINE.
from curiosity-driven re.S.M: 4 EXPERIENCE TOCETHER

to goal-oriented research Gmm
GRAND INTERCONTINENTAL
SEOUL GRAND BALLROOM

Music Al

-

2019 «06 25

Applied Research & Service Innovarion
Commerziel Development
: ° NUGU
Data Machine
Intelligence _mu -'

I'rom Data to Al " l
make them work in real World AT assists our daily activifies
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Thank you

hwaran.lee@gmail.com
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