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Brief History of Dialogue Systems
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https://deepdialogue.miulab.tw
https://youtu.be/9suMg_JI_yY

Brief History of Dialogue Systems

222 Google Al
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. . 2 Thanks for talking with me Good, it is already 12:00am,
User ®. Google Assistant o @ about work earlier! and you need to get some sleep

now. Do you want me to set up

a wake-up call tomorrow morning?

Yes. Hmm...

Google, Duplex (2018)

Microsoft, Xiaoice (2018)
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https://youtu.be/D5VN56jQMWM
https://youtu.be/SwZLp5Y-Z4g
http://www.apple.com

Category of Dialogue Systems

User says: Dialogue Category
e | am smart — Chitchat
| have a question — Question-Answering (Info)

When Iron Man is dead?

e | need to get this done — Goal-oriented
I want to book a restaurant

Material: Jianfeng Gao & Michel Galley, Tutorial, ICML, 2019



Spoken Dialog Systems

: . : ® Domain Identification Semantic Frame

Are there any action movies to see this : :
weekend? ® User Intent Detection request_m_owe _

; ® Slot Filling genre=action, date=this weekend
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Transition of NLP to Neural Approaches
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Transition of NLP to Neural Approaches

Symbolic Space

* Knowledge is explicitly represented
using words/relations/templates

* Reasoning is based on keyword

matching, sensitive to paraphrase

alternations

* Interpretable and efficient in execution

but difficult to train E2E.
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Input: Query

Symbolic = Neural

Encoding the query/knowledge

Errors

E2E training via
back propagation

R

Reasoning in neural space to

Output: Answer

generate answer vector

Neural = Symbolic
Decoding the answer in NL

Neural Space

* Knowledge is implicitly represented by
semantic classes as cont. vectors

* Reasoning is based on semantic
matching, robust to paraphrase
alternations

* Easy to train E2E, but uninterpretable
and inefficient in execution

-
“film”, *award”™
film-genre/films-in-this-genre
film/cinematography
cinematographer/film
award-honor/honored-for
netflix-title/netflix-genres
director/film
award-honor/honored-for
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Word Embeddings (word2vec)
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https://developers.google.com/machine-learning/crash-course/embeddings/translating-to-a-lower-dimensional-space
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Word Embeddings (word2vec)

 [earn the meaning of a word from its neighborhoods!

INPUT  PROJECTION  OUTPUT INPUT  PROJECTION  OUTPUT
w(t-2) | 4 W2
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w(t+1) 4 wit+)
w(t+2) 4 w(t+2)

CBOW Skip-gram

T. Mikolove et al., Efficient Estimation of Word representations is vector space, 2013.
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Language Model

» Probability of a sequence of m words: p(w;, w,, ..

o Application: Choose the next word: p(w,,,, ;| w;

N-Gram LM

° p(wm+1 |Wm,m—1) =

e Count based approach has weakness on unseen word sequence

,,,,,

count(w,, 1, W, Wy,_1)

e Fixed width context

Neural Language Model

e RNNLM (Mikolov, 2010)
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Encoder-decoder architecture

e Seqguence-to-sequence (Seqg2seq)

target output words

Je suis étudiant </s> £Ioss layer

m projection layer
tt:—: hidden layer 2
1

Ihldden layer 1
|J_-| ﬁ Iembedding layer
[
I am a student <s> ]e suis étudiant . .
WJ  Machine translation

e Dialog Response generation

encoding decodmg

[:l—>-{:}—>

f:l—»ﬁ-t:»
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I. Sutskever., Sequence to Sequence Learning with Neural Networks, NIPS, 2014



Attention Mechanism

Focus on certain parts of the input sequence when predicting a certain part of the

output sequence
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Bahdanau, Dzmitry, Kyunghyun Cho, and Yoshua Bengio. "Neural machine translation by jointly learning to align and translate." arXiv preprint

arXiv:1409.0473 (2014).
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Transformer, Attention is all you need

Output
Probatbilities
Softmax
|
Linear
4
e I N
Add & Norm
Feed
Forward
— —
4 B Add &lNorm
AddF&.:Ofm Mutti-Head e Without RNNs, only attention mechanism
ee Attention .
!
Fon:\:ard |\ 77 Nx Is used! -
— i’ e Self-attention
Nix Add &_Norm . i
AGd & Norm — = e Multi-head attention
Multi-Head Multi-Head -y .
i peiioe: * Positional encoding
— J — )
Positional N Positional
Encoding ®_<f) C?_® Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems. 2017.



Recent Word and Sentence Representatio
e BERT: Bi-directional Encoder Representations from | )
Transformers A\

1 - Semi-supervised training on large amounts 2 - Supervised training on a specific task with a
of text (books, wikipedia..etc). labeled dataset.
The model is trained on a certain task that enables it to grasp Supervised Learning Step
patterns in language. By the end of the training process, — = — _ - — =
BERT has language-processing abilities capable of empowering ” ~ \
many models we later need to build and train in a supervised way. 75% | Spam
' Classifier —
Semi-supervised Learning Step y 25% | Not Spam I

N

=) I

I I Model:
I Model: (pre-trained

C— BERT | | instep #1)
| )
I
| Email n Class
| |

BERT

Dataset: ,
S5 Buy these pills Spam
IKIPEDIA .
Di freie Enzyklopidie | I Dataset: Win cash prizes Spam I
. . Predict the masked word Dear Mr. Atreides, please find attached... Not Spam
Objective: :
(langauge modeling) \ /

N\

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding.” arXiv preprint arXiv:1810.04805 (2018).17



BERT

* Pretraining: Masked Language Model and Two-sentence
Classification

Use the output of the : . 0.1% | Aardvark Predict likelihood 1% | 1sNext
vord’ it ‘ossible classes: L. - that sentence B

masked word's position All English words | 10% | Improvisation €
to predict the masked word . | belongs after 99%  NotNext

0% | Zyzzyva sentence A '

FFNN + Softmax FFNN + Softmax
L
BERT BERT
Randomly mask ceo Tokenized
15% of tokens Input
7 [CLS] [MASK] p [CLS] [MASK]
Input Input [CLS] [MASK] [MASK]
I Sentence A l l Sentence B




BERT

Fine-tuning for downstream tasks

Class Class

Label Label

D e e - (o
BERT BERT

o || E Ev || Eem || E Ey o || E, E, E.,

(o)) [@)(en)(=])- [=) [cLs) [T%\ Tok 2 Tok N
\_|_| I_'_l | ! |

Sentence 1 Sentence 2 Single Sentence
(a) Sentence Pair Classification Tasks: (b) Single Sentence Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC, SST-2, ColLA
RTE, SWAG
Start/End Span (0] B-PER 0
00— >
BERT BERT
Ecus “ 20 |= E [| Bisem J| & |~ B T || E, E, Ey
o C—C— T —
! [ )] ) feLs) " Tok1 [ Tok2 Tok N
( l I |
I
Question Paragraph Single Sentence
(c) Question Answering Tasks: (d) Single Sentence Tagging Tasks:

SQuUAD v1.1 CoNLL-2003 NER



GPT & GPT-2: Generative Pre-Trained model

Text Task e -
prediction | Classifier Classification Start Text Extract }» Transformer [~ Linear
v L
Entailment Start Premise Delim | Hypothesis | Extract | Transformer (> Linear
Layer Norm |
Feed Forward Start Text 1 Delim Text 2 Extract | [ Transformer
I Similarity - Linear
12x — .
Start Text 2 Delim Text 1 Extract | | Transformer
Layer Norm -
$ : Start Context Delim | Answer 1 | Extract | Transformer (> Linear —
Masked Multi |
Self Attention —
1 Multiple Choice | Start | Context | Delim | Answer2 | Extract |{-» Transformer |~ Linear {
Text & Position Embed Start Context Delim | Answer N | Extract | > Transformer (| Linear [—

Note
e GPT trains to predict the next token given previous token sequences
e BERT trains to predict the masked token given token contexts

A. Radford et al., Improving Language Understanding by Generative Pre-Training, 2018
A. Radford et al., Language Models are Unsupervised Multitask Learners, 2019



VERY Recent Language Models

0000

e XLNet, Google/CMU

e RoBERTa, Facebook

e ALBERT, Google/Toyota
e T5, Google
 StructBERT, Alibaba
 Reformer, Google

7500
5000

2500

* Longformer, AllenAl
e EIECTRA, Google/Stanford
e GPT-3, OpenAl (May 2020!

Visit github.com/huggingface/transformers

and enjoy manipulating!

— Contextual?

. Architectures

PTMs

| Extensions

| Task Types

Non-Contextual

—

CBOW, Skip-Gram [129] |

GloVe [133]

— Contextual
LST™
— Transformer Enc.

— Transformer Dec.
“— Transformer

—_Supervised

Unsupervised/

Self-Supervised

— Multilingual

I Multi-Modal

Knowledge-Enriched

I— Language-Specific

— Domain-Specific

“— Model Compression

1,

4{

—

_Distillation

ELMo [135], GPT [142], BERT [36]

LM-LSTM [30]. Shared LSTM[109], ELMo [135], CoVe [126]

VBIERT [36], SpanBERT [117], XLNet [209], RoBERTa [117] )
GPT [142], GPT-2 [143] |

MASS [160], BART [100]
XNLG [19], mBART [118]

MT —— CoVe [126]

LM ) ELMo (135, GPT {142, GPT-2 [143], UniLM [39]

— BERT [36], SpanBERT [117], RoBERTa [117], XLM-R [28]

MLM ——{ TLM XLM [27]
—Seq2Seq MLM —{ MASS [160), T5 [144]
(PLM — XLNet [209]
DAE — BART [100]
—{ RTD_}—{ CBOW-NS [129], ELECTRA [24]
CcTL ——{ Nsp BERT (36], UniLM [39]
—{ S0P — ALBERT [93], StructBERT [193]

ERNIE(THU) [214]. KnowBERT [136]. K-BERT [111]
SentiL.R [83], KEPLER [195], WKLM [202]

"XLU — mBERT [36], Unicoder [68], XLM [27], XLM-R [28], MultiFit [42]
XLG —— MASS [160], mBART [118], XNLG [19]

ERNIE(Baidu) [170], BERT-wwm-Chinese [29], NEZHA [198], ZEN (37]
BERTje [33], CamemBERT [125], FlauBERT [95], RobBERT (35]

VILBERT [120], LXMERT [175],

Image . . ~
VisualBERT [103], B2T2 (2], VL-BERT [163]

Video —— VideoBERT [165], CBT [164]

Speech —— SpeechBERT [22

[ SentiLR [83], BioBERT (98], SciBERT [11], PatentBERT [97]

Model Pruning CompressingBERT [51]

Quantization —— Q-BERT [156], Q8BERT [211]
Parameter Shurmé —— ALBERT (93]

— DistlBERT [152], TinyBERT (75], MiniLM [194]

Module Replacing—— BERT-of-Theseus [203]

Figure 3: Taxonomy of PTMs with Representative Examples

Xipeng Qiu et al., Pre-trained Models for Natural Language Processing: A Survey, Apr. 2020, Arxiv
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http://github.com/huggingface/transformers

Pre-trained LMs for Korean

® Google Bert (Multlllngual) . https://qithub.com/google-research/bert/blob/

master/multilingual.md

° ETR', KorBert: http://aiopen.etri.re.kr/service dataset.php

o SKT, KoBERT: https:/github.com/SKTBrain/KoBERT

e SKT, KOGPT2: https:/github.com/SKT-A/KoGPT2

SKTBrain / KOBERT SKT-Al / KoGPT2 ® Watch~ 21 W Unstar = 212 % Fork 52

<> Code Issues 0 Pull requests 0 Projects ¢ <> Code Issues 0 Pull requests 0 Actions Projects 0 Wiki Security 0 Insights

Korean BERT pre-trained cased (KoBERT) Korean GFI=2 pretrained cased (KoGPT2)

korean-nlp language-model

korean-nlp language-model
-0- 20 commits ¥ 1 branch @ 0 packages © O releases Ax 4 contributors 5f3 View license
D 10 commits ¥ 1branch

Branch: master v New pull request Create new file = Upload files = Find file Clone or download v
Branch: master v New pull request

haven-jeon Merge pull request #20 from rudvif0413/patch-1 - Latest commit #61d62a 4 days ago
haven-jeon Update README.md BB imgs remove training image 4 months ago
B imgs initia 8 kogpt?2 Fix typo 7 days ago
M kobert add [ LICENSE release KoGPT2 5 months ago
W logs initia [ README.md Update README.md 9 days ago
8 scripts/NSMC add | [ requirements.txt Update requirements.txt for recent BPE tokenizer 9 days ago
=) LICENSE Upd: (Y setup.py Fix import error #5 4 months ago

= README.md Upde


https://github.com/google-research/bert/blob/master/multilingual.md
https://github.com/google-research/bert/blob/master/multilingual.md
http://aiopen.etri.re.kr/service_dataset.php
https://github.com/SKTBrain/KoBERT
https://github.com/SKT-AI/KoGPT2
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Conversational Agents

Chit-Chat

>€q2seq with
COnversation Knowledge-

Contexts grounded
S€g2seq models

6 J - = b B

Task-Oriented

e
e Y ;,r-..;_fu.-;;_.; Al i

e

U8
)

L
.-'“--_ ‘ &‘C}__ &
~#  Wakeup! Daddy’s home -

Material: https://deepdialogue.miulab.tw 24



https://deepdialogue.miulab.tw

Multi-domain Goal-Oriented Dialogue System

MultiWOZ dataset

é Dialog History N
User: | would like moderate price range please.
Belief State:{area=centre, food=modern european, price
— | range=moderate}
System: | found de luca cucina and bar and riverside
brasserie . does either of them sound good for you?
-t . . . ) ) ) D Identificati S tic F
c Dialog Act:restaurant-inform:{name=Iuca cucina and bar, AL o el o poman laeneaton request movie.
E namezriverside brasserl-e} UL UL e Slot Filling genre=action, date=this weekend
: |_------____-----_____-----__-___----_---l
2 - Speech signal :J 5 :
8 User: Lets try a table for 1 on Monday at 16:45. . | Natural :
m B . _ _ ) Text input | Language ]
elief Satte: {area=centre, food=modern european, price ! Understanding ! P
N -
range:mOderate} % i Dialog H Q\\:’fj:j
Management ‘_ \V’
1
. —~— 1 | V"
System: Okay, that worked ! the table will be reserved _Textresponse | : Backend Action /
. . . I
L for 15 minutes . your reference number is MJEOQ3R5. is i ._| ! External Knowledge
. h
there anything else | can do for you? Speechresponse L | :
Dialog Act: restaurant-booking:{book=reference} — System Action / Policy
request_location
Where are you located?
— | User: I'm looking for a cheap place to stay with free wifi .

\Belief State:{price-range=cheap, internet=yes} )

System: we have 10 possibilities for you . do you have
any additional preferences ?
— | Dialog Act: hotel-inform: {choice=10}

Hotel
A

Chen, W., Chen, J., Qin, P, Yan, X., & Wang, W. Y. (2019). Semantically Conditioned Dialog Response Generation via
Hierarchical Disentangled Self-Attention. 25



DSTCS8 Track1 Task1(2019):
End-to-end Multi-Domain Task-Completion Task

e (Goal

e Build an E2E multi-domain dialogue system for tourist
information desk

e MultiWO/Z dataset
e (Consist of single and multi-domain dialogues

- 7 domains, 10k annotated dialog, 8 ~ 15 dialog turns

e Provide annotations at each turn such as

« Dbelief state, system dialog act, user dialog act (*)

Dialog History (*) User Act: inform-restaurant
User: | would like moderate price range please.

Belief State:{area=centre, food=modern european, price
— | range=moderate}

System: | found de luca cucina and bar and riverside
brasserie . does either of them sound good for you?
Dialog Act:restaurant-inform:{name=Iluca cucina and bar,
name=riverside brasserie}

urant



* Dialog acts: {$domain-$act : [[$slot:$
 Dialog state: $domain:{$slot:$ }

Table 7: An example dialog for the multi-domain dialog task

Speaker  Utterance Annotation
User I *'m looking for a italian restaurant centre. Dialog acts: { “Restaurant-Inform”:
[[“Food”, italian”],[*“Area”, “centre”]] }
System  There are 9 restaurants that fit your request. What is your State: “restaurant”: {“food”: “italian”,“pricerange”: “not
pricerange? mentioned”, “name”: “not mentioned”, “area”: “centre”}
Dialog acts: { “Restaurant-Request”: [[“Price”,?”]],
“Restaurant-Inform”: [[“Choice”,*9”]]}
User Price doesn’t really matter, but can you tell me the address, Dialog acts: {“Restaurant-Request”: [ [“Addr”,“?” |, [
postcode, and phone for your favorite one? “Post”,“?”], [“Phone”, “?’] ]}

System My favorite is zizzi cambridge, located at 47 - 53 Regent State: “restaurant”: {“food”: “italian”,”pricerange’: “not
Street, cb21ab. Their phone number is 01223365599. Would mentioned”,“name’: “not mentioned”,“area’: “centre’ ’}
you like to reserve a table? Dialog acts: { “Booking-Inform”: [[“none”, none”]],

“Restaurant-Recommend”: [ [“Name™,“zizzi cambridge”
I,[“Addr”,“47 - 53 Regent Street”], [ “Post”,“cb21ab’]],
“Restaurant-Inform”: [[“Phone”,“01223365599"]] }

User No thank you, but I am looking for a college to visit. Dialog acts: {“Attraction-Inform”: [[“Type”, “college” ]]}

System  Any particular area? State: “restaurant”: {“food”: “italian”,“pricerange’: “not

mentioned”,“name”: “‘not mentioned”,“area”: “centre”}
“attraction”: {“type”: “college”, “name”: “not
mentioned”,“area”: “not mentioned” }
Dialog acts:
{ “Attraction-Request”: [ [“Area”,”“?”’]]}
User  No, it doesn’t matter. Dialog acts: {}
System  what about clare college? it’s in the west. State: “restaurant”: {“food”: “italian”,“pricerange”: “not

9, ¢ 2, ¢

not mentioned”,“area”: “centre”}

29, &6

mentioned”,“name’:
“attraction”: { “type”:
“area”: “not mentioned”}

Dialog acts: { “Attraction-Inform™: [ [ “Area”,“west”

],[“Name”,“clare college”]]}

2 &6 2, &6

college”, “name”: “not mentioned”,

Jinchao Li et al., Results of the Multi-Domain Task-Completion Dialog Challenge, AAAI, 2020

11}
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Toward End-to-End Multi-Domain
Goal-oriented Dialogue systems

Utterance —> Dialog State Tracking

® Domain Identification Semantic Frame

® User Intent Detection request_movie

Are there any action movies to see this

A .
weekend: e Siot Filling genre=action, dategthis weekend
Speech signal | Sooadt { ialog State Tracking (DST)
S | Jialog Polic
. ~OBTTIHY % Natural ? d
Text input 3 Language

Understanding

Dialog

.. s
iviaiuascni\:n"s

\,

r ext response
h

Speech response

Backend Action /
External Knowledge

System Action / Policy
request_location

Where are you located?

== = = =

Dialog States (—> Policy Action) —> Response

28



SUMBT: Slot-Utterance Matching Belief Tracker

e Goal: Build domain independent belief tracker for scalability
e Key Ildea: Find the slot-value of a domain-slot type from user and system’s
utterances using attention mechanism like question-answering problems

Belief state

69\\0(‘ of “food” slot in “restaurant” domain — ‘
A(V d@s, yi) e 9s
. none 4
Dialog don't care
answer Modern European
<Turn 1> Indian LayerNorm
System: What type of food would you & ]
User: A modern €——— of “price range” slot in “restaurant” domain —, RNN s
European food. y
none [CLS] wl [SEP] h?
don't care (
cheap
moderate
expensive
o~ v
SYs _usr . exXp (—d(Yt y Yt ))
p rUt|X§t axgt y S| = d(3S o'\ !
ZU’ECS €xXp (_ (Yt y Y ))
T ~
. SYs usr 1 SEP CLS 1 SEP
£(9) — — g g logp<f0tlx<t 7X§t , S). [CLS] Wy [SEP] [CLS] We [SEP]
seD t=1 - [CLS] restaurant —food [SEP] [CLS] what type of food would you like ? [SEP]

a moderately priced modem European food . [SEP]

Lee H, Lee J, Kim TY. SUMBT: Slot-Utterance Matching for Universal and Scalable Belief Tracking. ACL, 2019. 29



LaRL: Latent Action Reinforcement Learning

e Problems:
e Simple hand-crafted system action space
e Word-level RL suffers from credit assignment

e Key Ildea: Latent action spaces, decoupling the discourse-level decision-making
from natural language generation

Baseline: Word-level Reinforcement Learning Policy gradient (RE'N FORCE)
o V ---------- e VVV T U,
w1 W2 w3 ‘ W4 w5 Wwg

LEEE G0 = B S R Valesm(u )

--------
bbbl LD TP O PO

Reward .
Encoder U Encoder ——> t=0 j=0

user turn 1 wW1{ W2 w3 user turn 2 l

Ours: Latent Action Reinforcement Learning

T
bkttt i, VoJ(0) = Eg[Y | Rilog py(z|c,)]

"""\)v1 w2 w3 -"""'AW4 w5 Wg t=0
Encoder U Encoder > z\—> Revilard ° Categorical Latent Actions
J e M independent K-way categorical random variables
user turn 1 W1{ W2 W user turn 2
h = F(c) Zm, ~ P(Zml|C)

p(Zm|c) = softmax(m,,(h))

pg(z|c) — Hi\n[:1 p(Zm = Zm|c)
p(x|z) = po, (E1:1(21:1))

Zhao, T., Xie, K., & Eskenazi, M. Rethinking Action Spaces for Reinforcement Learning in End-to-end Dialog Agents with Latent Variable Models. NAACL-HLT 2019 30



End-to-end system incorporating SUMBT and LaRL

[ It is in the east , and moderately priced . Would you like to book a room ?
# Can | get the address and phone number , please ?]

"the address is [hotel_address] , postcode [hotel_postcode] .
the phone number is [hotel_phone] . anything else ?"

[ Utterance_vector,
Word Domain,
[ System_utter _ DST |— Act,
# User_utter] _
(SUMBT+) Belief state
DB feature]

< D
Belief state — S~ — DB results
———

Inferred hotel domain belief state

"hotel": {
"book": {
"booked": [],
"stay": "",
"day": "",
"people": ""

Hotel domain query result

"address": "124 tenison road",
"area": "east",

"internet": "yes",

"parking": "no",

"id": "0",

3, "location": [

{ 52.1963733,
0.1987426

"semi":
"name": "a and b guest house",
"area": "not mentioned", 1 AT !
T s O - 1 "name": "a an uest house"
parking": "not mentioned", ., N guest J
T n. T . T phone": "01223315702",
pricerange"”: "not mentioned", . o .
" w, : T postcode": "cbl2dp",
stars": "not mentioned", B
B . ; price”: {
internet": "not mentioned",

" w. : ¥ "double": "70",
type": "not mentioned "family": "90"

"single": "50"
s
"pricerange":
"stars": "4",
"takesbookings": "yes",
"type": "guesthouse"

"moderate",

qud [Delexicalized
Policy [—

system response]
(LaRL)

DB results

Lexicalized response

"The address is 124 tenison road , postcode cb12dp .

The phone number is 01223315702 . Anything else ?"
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E2E Neural Pipeline using GPT-2

"""" » Empty Query Results case @ If Empty Query Results, Response : There's no restaurant
. N @ meets your criteria
——» Normal case Candidates after Query
No Results | Response : frankie and bennys meets your
@ \ criteria. Would you like to book it ?
\
@ DB Candidates after Query )

Query “name” : “frankie and bennys”
“pricerange” : “expensive”

n Ly

Query results
Replacement

A
I
I
1
1
|
I
I
|
I
“area” : “south” |
“food” : “Italian” 'l |
v ul :
\ | | Response: [restaurant_name] meets your :
@ @ \ | criteria. Would you like to book it ? I
\ I
A
[Dialogue state ) - : :
. , System Action System Action |
restaurant | pricerange : expensive l
Restaurant- name : Restaurant None-None I
food : italian inform [restaurant-name] -nooffer :
I
area : south I |
Dialogue state System action Response
GPT-2 A 4 A 44 A A A A4 ADAD
( I | I | | I I 1 LI | LI LI LI LI 1 \
Word decoder layer
Dialogue history :
<usr> | 'd like to find an expensive place to TranSformer deCOder bIOCkS
dine that specifically serves Italian food .
<sys> Okay . Would you like to go to the J
centre or south part of town ? i ; : ;
<usr>|wou|d|ikethesouthpartoftown \T. T T.T T T. T T T T T T T T T T T T
please . — Dialogue history  Dialogue state System action esponse
'y LA

IE T T T T ENEE Y Y R

Ham, D., et. al., End-to-end neural pipeline for goal-oriented dialogue systems using GPT-2., ACL 2020



The Challenge Evaluation Results

Table 1: Automatic evaluation results. The results are from
the best submissions from each group.

Team SR% Rwrd  Turns P R F1 BR%
1 88.80 61.56 7.00 092 096 093 93.75
2 88.60 61.63 6.69 0.83 094 0.87 96.39
3 82.20 54.09 6.55 0.71 0.92 0.78 94.56
4 80.60 51.51 7.21 0.78 0.89 0.81 8645
5 7940 49.69 7.59 0.80 0.89 0.83 87.02
6 58.00 23.70 7.90 0.61 0.73 0.64 75.71
7 56.60 20.14 9.78 0.68 0.77 0.70 58.63
8 55.20 17.18 11.06 073 074 0.71 71.87
9 54.00 17.15 9.65 066 076 0.69 7242
10 52.20 15.81 8.83 046 0.75 0.54 76.38
11  34.80 —6.39 10.15 0.65 075 0.68 N/A
BS 63.40 30.41 7.67 072 0.83 0.75 86.37

Abbreviations: BS: Baseline, SR: Success Rate, Rwrd: Reward,
P/R: precision/recall of slots prediction, BR: Book Rate.

Table 2: Human evaluation results. The results are from the

best submissions from each group.

Team SR% Under. Appr. Turns Final Ranking
5 68.32 4.15 429 19.51 1
1 65.81 3.54 3.63 1548 2
2 65.09  3.54 3.84 13.88 3
3 64.10  3.55 3.83 1691 4
4 62.91 3.74 3.82  14.97 S
10 5490  3.78 3.82 14.11 6
o} 45.56 3.93 3.45 21.82 !
11 3645 2.94 3.10 21.13 8
7 25.77  2.07 226 16.80 9
8 2330  2.61 265 15.33 10
9 18.81 1.99 206 16.11 11
Baseline  56.45 3.10 3.56 17.54 N/A

Abbreviations: Under.: understanding score, Appr.: appropriateness score,

SR: success rate.

- Note: almost participants’ models are based on sophisticated rules

NLU DST Policy NLG
T1,T2, T4 BERT-based Rule-based Rule-based (+) Template (+)
T3 BERT-based Rule-based DQN HDSA + Template
15 End-to-end neural model using GPT-2
16, T7, T8, T9 OneNet/MILU Rule-based * Template (+) / Neural-based
T10 (ours) SUMBT LaRL without system action supervision)

(+) denotes addition of hand-crafted rule, % denotes various methods
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Evolution Roadmap

I've got a cold what do | do?

Tell.me a joke:

What is influenza?

Dialogue depth (complexity)

| feel sad...

v

Dialogue breadth (coverage)

Material: https://deepdialogue.miulab.tw

Dialogue depth (complexity)

| feel sad...

I've got a cold what do | do?

Tell me a joke.

What is influenza?

v

Dialogue breadth (coverage)
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https://deepdialogue.miulab.tw

Xiaoice

|
| am feeling much better. Mmmm...
Thanks for talking with me Good, it is already 12:00am,

about work earlier! and you need to get some sleep

now. Do you want me to set up
a wake-up call tomorrow morning?

System Architecture ,

Microsoft, Xiaoice (2018)

o Dialogue Manager

facebook Messenger e E e e e e e e e e e e e e e e e e s - —-----—-—-

User Experience Layer Conversation Engine Layer Data Layer
Core Chat | Skills '
Task Deep
HTRINIY : Completion Engagement ||
weibo.com ! General Domain | : .
é Full Duplex | Chat Chat o image content 5 )F()laofI'Im pUSfﬁr
e e | ' || Commenting Creation :
conversations : ' I
o (voice) nr . Paired Unpaired
Empathetic ’ Use'r U"‘?e“ta"dmg Datasets Datasets
Computin 1 s (text, image) (text)
= Meipai Message-based P € * Xiaolce personality '
- E1B conversations | .
(text, image, ] ! Topic Knowledge
@ voice, video clips) Global Dialogue * Top level policy for skill selection | . Index Graphs
| | State Tracker Policy * Topic manager for Core Chat \
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Dialogue System with Personality

<A How to build a State-of-the-Art Conversational AI with
Transfer Learning
M O

Random personality  Shuffle 2§ Share [}

I listen to classical music.

I enjoy golfing.

I am married with three kids.

I love my work and just got promoted.
I work for a large law firm.

Start chatting

The machine learning model created a consistent persona based on these few lines
of bio. You can now chat with this persona below.

Hi

hello how are you today

Do you love swimming?

i love golfing. i love it

Do you have children?

yes i've 3 kids.

Send

Suggestion: do you have any hobbies?

https://convai.huggingface.co
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Summary

|. Introduction to dialog systems
* Brief history, components and categories of dialogue systems

Il. Deep learning for Natural Language
e Word embedding: Skip-gram, CBOW
e [Language models: RNN, BERT, GPT ...

lll. Toward end-to-end neural dialog systems for multi-
domain task completion

e E2E Multi-domain Goal-oriented Dialog System
e Future direction

 Empathic, Personality, Open domain, Common sense ...
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