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A Calibration Method for Eye-Gaze Estimation
Systems Based on 3D Geometrical Optics

Hwaran Lee, Nadeem Iqbal, Wonil Chang, and Soo-Young Lee

Abstract— A new calibration method is presented for robust
eye-gaze estimation systems which are utilized to understand
the human mind. Although current eye-gaze systems with one
camera and a few infrared light sources have been developed to
allow users’ head motion, they still require one to know the
relative positions between the camera and light sources with
very high accuracy. The developed calibration method utilizes
a three-dimensional geometrical relationship between the light
source positions and corresponding camera images reflected on
a mirror at several positions and rotations. The best estimates of
the light source positions are obtained from noisy measurements
by minimizing a cost function, which ensures the integrity of
the camera and light sources. The developed calibration method
makes it possible to convert many camera-and-display devices
into robust eye-gaze estimation systems.

Index Terms— Eye-gaze estimation system, sensor system
calibration, model-based eye-gaze estimation.

I. INTRODUCTION

EYES are windows of the brain. The brain processes
sensory data by putting attention to specific components

for efficiency. This is especially true to human visual system,
which handles huge information in real-time by selectively
processing only parts of the whole visual scene [1]. Therefore,
the tracking of eye-gaze provides clues on the current status
of brain information processing for both normal and atypical.
Especially, the eye-gaze estimation requires only non-invasive
process and has been widely used for both children and adults
for both clinical and research purposes [2]–[7].

Eye-gaze tracking technologies are categorized into two
approaches, i.e., interpolation (or regression) and model-based
(or geometric) methods [8]. The interpolation methods obtain a
mapping function from 2-dimensional (2D) eye-image features
(or raw images) to determine the gaze position [9]. Although
the interpolation methods are quite simple, they have difficulty
to allow head movement and therefore are not suitable for
many real-world applications. The model-based approaches
utilize the 3-dimensional (3D) geometric relationship among
the eye(s), camera, and infrared light sources [10]–[16]. The
optical axis is estimated as the line between the cornea and
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the pupil centers, from which the visual axis is obtainable
in connection with user-dependent offset angles. The model-
based approaches can allow relative motion between the device
and the user’s eye and have potential advantages over the
interpolation approaches.

However, in order to estimate the visual axis accurately,
the model-based approaches require accurate values for a
few system and user parameters. The former includes camera
focal length and relative positions among the camera and
light emitting diodes (or display screen), while the latter
includes offset angles between the optical and visual axes.
The visual axis is very sensitive to these parameters, and
it is still challenging to obtain accurate eye-gaze estimation
from consumer or custom-made devices with one camera and
a small display. Therefore, a stereo camera [17] or a large
display screen [18] had been used. In this paper, a novel
method is presented to calibrate the system parameters for
the eye-gaze estimation systems based on mobile consumer
devices.

The remainder of this paper is organized as follows:
Section II presents the eye-gaze system hardware and algo-
rithm, and Section III describes the proposed calibration
method. Experimental setup and results are presented in
Section V.

II. GEOMETRICAL PROPERTIES OF THE SYSTEM

Figure 1(a) shows an eye-gaze estimation system containing
a single camera and multiple light sources. It may be a
consumer device (i.e., a smartphone) or custom-made device
(i.e., personal computer or touchpad with an additional cam-
era). The L light sources denoted by si (i = 1, . . . , L) are
located on the edges of the display screen, or some display
pixels serve as the light sources. When eyes are located in
front of this system, the camera captures glints of these lights
at cornea surface as well as the pupil. One can estimate the
cornea center from the geometrical relationship among the
glint camera images and light source positions. Also, the pupil
center is estimated from the elliptic pupil images. The eye-gaze
optical axis is obtainable by connecting the cornea and pupil
centers. The visual axis may be estimated with slight rotations
from the optical axis, of which parameters are user dependent
and estimated from binocular images.

Figure 1(b) shows the geometric relation among the light
source s, camera center o, and cornea center c. In this paper a
symbol with lower-case bold fonts denotes a physical position,
and also a 3D vector from the camera center o. A spherical
cornea is assumed with its center c and radius r . Let’s consider
the i -th light source si , the corresponding glint image ui on
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(a) (b)

Fig. 1. (a) An eye-gaze estimation system with a single camera and multiple (infrared) light sources for glint generation. Some pixels of the display may
serve as the light sources. (b) Geometrical relations among a light source, a cornea, and a camera. (The cornea and camera are shown to be much bigger than
actual sizes.)

the camera imaging plane, and a reflection point hi on the
cornea surface. The subscript i represents the i th light source.
In this system, o, si , ui, di and mi are measured with some
accuracy, but c and r need be estimated with high accuracy.

The cornea radius r is an important user parameter for
the accurate estimation of the cornea center, and usually is
estimated from the glint images. The model-base approaches
utilize geometrical relation to find the cornea radius and also
the cornea center.

Each light source defines a plane with three positions, o, si ,
and ui , and the cornea center c and the reflection point hi are
required to be located on the same plane. Also, the reflection
law assures that the angle of incidence θi is equal to the angle
of reflection. The cornea radius r is related to the distance
k = ‖c‖ between the cornea center and the camera center as

k

r
= sin θi

sin βi
(1)

r

di
= sin βi

sin(θi − βi )

sin(2θi + αi )

sin 2θi
, (2)

where both the distance di between the light source and the
camera center, and the angle αi between the light source and
the glint vector are obtainable by measurements or calibration
process in advance.

Two planes defined by two light sources si and s j form
an intersect line denoted by a vector wi j , and both o and c
should be located on this line. Since c and wi j are on the
same direction, the angle βi between −ui and c is uniquely
determined from two light sources. Since r and k should be
the same for all light sources, the optimum estimation of the
cornea radius r is obtainable by minimizing a cost function
defined as

f (r) = 1

2

L∑

i=1

i−1∑

j=1

(
sin θi (r)

sin βi
− sin θ j (r)

sin β j

)2

, (3)

where θi (r) is defined as the inverse function of (2). It is
important to note that only one variable r is used to minimize
the cost function, and the simple gradient descent iteration is
applicable as

r ← r − η∂ f (r)

∂r
(4)

with a learning rate η.

At each iteration, new θi values are estimated by numer-
ically solving the nonlinear equation (2) with new r value.
Then, from (1), the value of k and the cornea center position c
are obtained.

The robustness to unknown background illumination is a
very critical requirement to many vision systems. To obtain
this robustness one can utilize frame difference images. As
shown in Figure 2, while the light sources are blinking at a
high frame rate (60 Hz or higher), the system records images
of user’s eyes in synchronization with the blinking. Then,
provided that the background illumination changed slowly, the
frame difference images remove effects of the background illu-
mination. Accurate position of the glint images is obtainable
by a weighted average of the glint image intensities. For the
higher accuracy the temporal average may also be applicable.
The estimation of pupil center needs similar processing with
two additional steps, i.e., the edge detection and elliptic curve
fitting.

III. NOISE CORRECTION FOR LIGHT SOURCE POSITIONS

Although the head motion is allowed in this model-based
eye-gaze system, the eye-gaze angle is very sensitive to the
system parameters such as the relative positions among the
camera and light sources. Even a very small error on si causes
a large error on the estimated cornea radius r , cornea center
position c, and the estimated gaze angle. In Figure 3 the eye-
gaze angular error is plotted as a function of the light source
position error for typical eye-gaze estimation systems Here,
we assume that all light sources are on the display screen. As
shown in Figure 3, it is required to have 0.1 mm light position
accuracy for 1 degree accuracy in the eye-gaze optical axis.

The i -th light source position si needs be estimated from
manufacturer’s specification sheet or measured by a ruler,
while the image position ui is estimated from the camera
images. Due to recent high-resolution cameras, ui can be
estimated with much better accuracy than si . However, simple
ruler measurements on si may not provide the required accu-
racy, and it is important to calibrate the system for accurate
light source positions. Therefore, we devised a calibration
method to estimate correct light source position si from
corresponding image position ui .
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Fig. 2. Image processing for detecting glint location ui . (a) Four white boxes of edge size 75px are illuminating at each corner of the screen.
(A large number of pixels is used here just to show the glint images clearly.) (b) The display is blinking at a high frame rate and the camera captures
both images with and without the glints. (c) Absolute values of the frame difference become robust to background illumination. (d) Enlarged images of the
left eye.

Fig. 3. Angular error of the gazing optical axis as a function of light source
position error. The mean and standard deviation are plotted with 50 Gaussian
random realizations.

A. Formulation as an Optimization Problem

Since the light sources are not within the viewing angle
of the camera, a mirror is placed in front of the system for
the calibration. It is worth noting that a mirror is equivalent
to a cornea with infinite radius. Therefore, as shown in
Figure 4, one can modify the geometrical relations described
in Section II. The relation between the light source position
si and corresponding image position ui is utilized with mul-
tiple mirror positions and/or rotation angles. Here, the main
simplification comes from βi = θi .

Since a light source si forms a plane (�si ui o) any two
light sources si and s j determine a unit vector wi j , which lies
on the intersection line of two planes (�si ui o) and (�s j u j o)
and is heading toward the mirror. Both planes and intersection
vector wi j are perpendicular to the mirror. Without any error
on the light source position si and its image ui , wi j ’s should
be the same for all (ij) pairs. With errors on si , wi j ’s are not
the same and an average value may be defined as

ŵav = 2

L(L − 1)

L∑

i=1

i−1∑

j=1

wi j , wav = ŵav∥∥ŵav
∥∥ . (5)

Fig. 4. Reflection of a light source si by a mirror and its image ui on a
camera. Here, wi j is aligned to z-axis at a new rotated coordinate system.

Here, we rotated the original camera coordinate system to align
wav on the z-axis by

Rm =
⎡

⎣
− sin ϕm cosϕm 0

cosφm cosϕm cosφm sin ϕm − sin φm

sin φm cosϕm sin φm sin ϕm cosφm

⎤

⎦ , (6)

where φm and ϕm are polar and azimuthal angles of wav in
the original camera coordinate system, respectively. Then, to
locate ui on the (yz)-plane, the second rotation along the z-axis
is introduced as

Qmi =
⎡

⎣
− sinψmi cosψmi 0
cosψmi sinψmi 0

0 0 1

⎤

⎦ . (7)

These rotations result in a transform of position vectors from
the original camera-centered coordinated system into a new
coordinate system as

ûmi = Qmi Rmui and ŝmi = Qmi Rmsi (8)

Here, a hat (∧) denotes the rotated coordinate system. (For
notational simplicity the subscript m and hat (∧) are omitted
in Figure 4.) Then, the reflection point hi is determined as

ĥ y
mi =

1

2

(
ŝ y

mi + ŝz
mi tan θmi

)
,

ĥz
mi =

1

2

(
ŝz

mi + ŝ y
mi cot θmi

)
(9)
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where superscript y and z denote the y and z components,
respectively. It is important to note that the reflection point hi

is located on the mirror and ĥz
mi should be the same for all

light sources with a mirror position and rotation.
Now, we are ready to introduce a cost function to minimize

for the reduction of the light source position errors. The error
on si consists of two components, i.e., one on the �ozui

plane and the other perpendicular to the plane. While the
latter may be reduced by simply minimizing the perpendicular
components (ŝ x

mi ), the former requires more sophisticated
processes. Here, we propose to utilize the co-planarity of the
reflection point hi ’s. The resulting cost function becomes

E(S) = λEo(S)+ (1− λ)E p(S), (10)

where Eo and E p are related to the errors on and perpendicular
to the �ozui plane, respectively. Also, S is a matrix formed
from all light source positions si ’s, and λ is a relative weight
between the two terms. The first term is defined as

Em(S) = 1

2

M∑

m=1

L∑

i=1

L∑

j=1

[
ĥz

mi (si )− ĥz
mj (s j )

]2

= 1

2

M∑

m=1

L∑

i=1

L∑

j=1

(
ĝT

mi si − ĝT
mj s j

)2

=
L∑

i=1

sT
i Gii si −

L∑

j=1

L∑

i=1

sT
i Gi j s j (11)

where

gmi = 1

2

[
0 cot θmi 1

]T
, ĝT

mi = gT
mi Qmi Rm , (12a)

Gi j =
M∑

m=1

ĝmi ĝT
mj =

M∑

m=1

RT
mQT

mi gmi gT
mj Qmj Rm . (12b)

The second term is defined as

Ei (S) = 1

2

M∑

m=1

L∑

i=1

[
ŝ x

mi (si )
]2

= 1

2

M∑

m=1

L∑

i=1

(
v̂T

mi si

)2 = 1

2

L∑

i=1

sT
i Vii si (13)

where

v = [
1 0 0

]T
, v̂T

mi = vT Qmi Rm , (14a)

Vi j =
M∑

m=1

v̂mi v̂T
mj =

M∑

m=1

RT
mQT

mi vvT Qmj Rm . (14b)

By minimizing the cost function (10), one obtains error-
reduced light source positions si ’s from accurate ui ’s and noisy
si ’s. However, both Eo and E p are not normalized, and si = 0
becomes a trivial solution. Non-trivial solutions are obtainable
by imposing an additional constraint such as a fixed value
on ‖si‖ or sz

i . If the light sources are located on the display
surface or some display pixels are used as the light sources,
the latter constraint, i.e., a fixed sz

i is applicable.
Let’s consider the uniqueness of the optimization solution.

With only one mirror position and a known normal vector

wav any point along si hi line does not change the cost func-
tion (10). Therefore, with one mirror position, the optimization
problem is underdetermined and has many possible solutions.
Multiple mirror positions are required.

With M mirror positions and L light sources equations (11)
and (13) are optimization formulations of M(L-1) equality
constraints (ĥz

mi = ĥz
mj ) and ML equality constraints (ŝ x

mi =
0), respectively. The number of unknowns is 2Lwith the sz

i
constraint. If no redundancy exists on the mirror and light
source positions, two mirror positions are enough to have a
unique solution for two light sources or more. In practice it is
desirable to have more light sources and mirror positions for
better accuracy.

B. Optimization Algorithm

If the normal vector wav is given, both Rm and gmi are
independent on the adaptive variable S and Qmi becomes the
same for all si ’s on the y− z plane. In this case equation (10)
becomes a quadratic function, and the optimization solution
may be obtainable by solving coupled linear equations

∂E

∂si
≈ λ

⎡

⎣(L − 1)Gii si −
L∑

j �=i

Gi j s j

⎤

⎦+ (1− λ)Vii si

= 0. (15)

Unfortunately the normal vector wav is a function of all si ’s,
and the solution is very sensitive to wav . Only slight changes
in wav result in a big error on the solution. Also, an analytic
formula for the derivatives of wav over si is very complicated.

Two different approaches were implemented, i.e., alternat-
ing updates and numerical derivatives [19]. The alternating
updates (AU) approach includes two steps at each iterative
epoch, i.e., one for the estimation of the normal vector wav

by (5) and the other for updating all si ’s by

si ⇐ si − η∂E

∂si

≈ si − η
{
λ

[
(L − 1)Gii si −

L∑

j �=i

Gi j s j

]

+(1− λ)Vii si

}
(16)

where η is a learning rate. The numerical derivatives (ND)
approach utilizes numerical derivatives at each iterative epoch
as

si ⇐ si − η E(si +�si )− E(si )

�si
. (17)

IV. NUMERICAL RESULTS

The performance of the proposed calibration method was
evaluated for simulated data with known light source positions.
Twenty-five or thirteen light sources are arranged on a display
screen, and a camera is located at the top. The display screen
has about 220 mm width and 160 mm height. The camera has
8 mega-byte pixels with about 1 μm pixel size. The calibrating
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TABLE I

TRUE POSITIONS OF THE LIGHT SOURCES AND MIRRORS

mirror is positioned between 180 and 220 mm from the camera
center with rotation angles between 0 and 30 degrees.

We set 25 light sources and 11 mirror positions as the
reference system configuration. Then, to investigate the effect
of the numbers of light sources and mirror positions, we
also tested for 13 light sources and 5 mirror positions. The
exact positions of the light sources in (xyz) coordinates are
summarized in Table I and shown in Figure 5(a). (The 5
mirror positions are selected as the first five mirror posi-
tions in Table I.) The 11 mirror rotation angles and z-axis
translations are also shown in Table I. For the measurement
errors Gaussian random numbers were generated with standard
deviation of 0.1, 0.2, 0.5, and 1.0 mm for the light sources and
0, 0.2, 0.5, 0.7, and 1.0 μm for the glint images, respectively.
For the light source positions the errors were chosen as
practical values with careful measurements by a ruler. Also,
the errors on the glint images correspond to practical accuracy
with current image processing technology and about 1 μm
camera pixel size. Ten random realizations were tested for each
error levels. With each realization the proposed calibration
algorithm was applied to reduce the light source position
errors. The relative weight λ was set to 0.5, which equally
imposes both constraints in (10). Both the alternating updates
(AU) and numerical derivatives (ND) were tested, but the
results were similar.

Figure 5 shows typical results of the error reduction during
the calibration process. In Figure 5(a) twenty-five light sources
and a camera are shown. The positions during the iterative
process are superimposed. In Figure 5(b) each position is
enlarged to show the details for 8 light sources. Here, the
red dot denotes the true position, while the blue circles denote
the positions during the iterative adaptation process. A few
light source positions move to the true positions along almost
a straight line, while the others show curved trajectory to
the true position. Also, for many light sources the converged
positions are not the exact true positions, but become closer
to the true positions. It shows the error surface defined in (10)
is a complex function of the light source positions.

The calibration performance is summarized in Figure 6.
Figure 6(a) shows the mean and standard deviation of

Fig. 5. Typical results of error reduction with 25 light sources and 11 mirror
positions. (a) All right sources. (b) Enlarged 8 sources. The estimated source
positions (blue circles) start from noisy positions and move to the true position
(red dot). All coordinates are in mm units.

converged source position errors for 10 random realizations
with 25 lights sources and 11 mirror positions. The light source
position errors are reduced to about a half. It is worth noting
that the residual errors are not sensitive to the glint imaging
position errors, but sensitive to the initial light source position
errors. Also, to obtain 0.1 mm residual error for about 1 degree
eye-gaze angular error, about 0.2 mm initial error is good
enough for the light source position measurements.

When the number of light sources is reduced to 13 in
Figure 6(b) or the number of mirror positions is reduced to
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Fig. 6. Residual light source position errors after calibration for (a) 25 light
sources and 11 mirror position/rotations, (b) 13 light sources and 11 mirror
position/rotations, (c) 25 light sources and 5 mirror position/rotations. Both
the mean and standard deviation from 10 random position errors are shown.
Here, σu and σs denote errors of the imaging positions ui and initial light
source position si , respectively.

5 in Figure 6(c), the error reduction becomes less effective.
The number of mirrors is more critical to the calibration
accuracy than the number of light sources.

V. CONCLUSION

We proposed a new calibration algorithm to estimate better
light source positions from measured data, which utilizes

glint images reflected from a mirror at several positions
and rotations. With 25 light source positions and 11 mirror
positions the light source position errors are reduced to about
a half. Although the calibration process is simple, the error
reduction from practical measurement errors results in 0.1 mm
accuracy which is good enough to obtain 1 degree gaze angular
error. Therefore, it becomes possible to use commercial mobile
devices and customized devices as robust eye-gaze estimation
systems for the understanding of human mind.

REFERENCES

[1] A. T. Duchowski, Eye Tracking Methodology: Theory and Practice, 2nd
ed. New York, NY, USA: Springer-Verlag, 2007.

[2] K. M. Dalton, B. M. Nacewicz, T. Johnstone, H. S. Schaefer,
M. A. Gernsbacher, H. H. Goldsmith, A. L. Alexander, and R. J.
Davidson, “Gaze fixation and the neural circuitry of face process-
ing in autism,” Nature Neurosci., vol. 8, no. 4, pp. 519–526,
2005.

[3] Z. Boraston and S. J. Blakemore, “The application of eye-tracking
technology in the study of autism,” J. Physiol., vol. 581, no. 3,
pp. 893–898, Jun. 2007

[4] C. Karatekin, “Eye tracking studies of normative and atypical develop-
ment,” Develop. Rev., vol. 27, no. 3, pp. 283–348, 2007.

[5] G. Gredebäck, S. Johnson, and C. von Hofsten, “Eye tracking in
infancy research,” Develop. Neuropsychol., vol. 35, no. 1, pp. 1–19,
2009.

[6] M. L. Spezio, P. S. Huang, F. Castelli, and R. Adolphs, “Amygdala
damage impairs eye contact during conversations with real people,”
J. Neurosci., vol. 27, no. 15, pp. 3994–3997, Apr. 2007

[7] A. T. Duchowski, “A breadth-first survey of eye tracking applications,”
Behavior Res. Methods, Instrum., Comput., vol. 34, no. 4, pp. 455–470,
2002.

[8] D. W. Hansen and Q. Ji, “In the eye of the beholder: A survey of
models for eyes and gaze,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 32, no. 3, pp. 478–500, Mar. 2010.

[9] C. H. Morimoto and M. R. M. Mimica, “Eye gaze tracking techniques
for interactive applications,” Comput. Vis. Image Understand., vol. 98,
no. 1, pp. 4–24, Apr. 2005.

[10] T. Nagamatsu, R. Sugano, Y. Iwamoto, J. Kamahara, and N. Tanaka,
“User-calibration-free gaze estimation method using a binocular 3D eye
model,” IEICE Trans. Inf. Syst., vol. E94-D, no. 9, pp. 1817–1829,
Sep. 2011.

[11] D. Model and M. Eizenman, “User-calibration-free remote gaze esti-
mation system,” in Proc. Symp. Eye-Tracking Res. Appl., Mar. 2010,
pp. 29–36.

[12] D. H. Yoo and M. J. Chung, “A novel non-intrusive eye gaze estimation
using cross-ratio under large head motion,” Comput. Vis. Image Under-
stand., vol. 98, no. 1, pp. 25–51, Apr. 2005.

[13] A. Villanueva, R. Cabeza, and S. Porta, “Eye tracking: Pupil orientation
geometrical modeling,” Image Vis. Comput., vol. 24, no. 7, pp. 663–679,
Jul. 2006.

[14] A. Villanueva, R. Cabeza, and S. Porta, “Gaze tracking system model
based on physical parameter,” Int. J. Pattern Recognit. Artif. Intell.,
vol. 21, no. 5, pp. 855–977, 2007.

[15] K. P. White, Jr., T. E. Hutchinson, and J. M. Carley, “Spatially dynamic
calibration of an eye-tracking system,” IEEE Trans. Syst., Man, Cybern.,
vol. 23, no. 4, pp. 1162–1168, Jul. 1993.

[16] E. D. Guestrin and M. Eizenman, “General theory of remote gaze
estimation using the pupil center and corneal reflections,” IEEE Trans.
Biomed., Eng., vol. 53, no. 6, pp. 1124–1133, Jun. 2006.

[17] A. Villanueva and R. Cabeza, “A novel gaze estimation system cal-
ibration point,” IEEE Trans. Syst., Man, Cybern., vol. 38, no. 4,
pp. 1123–1138, Aug. 2008.

[18] J. Sun, C. Yang, J. Liu, and X. Yang, “Gaze tracking based on similarity
between spatial triangles and two-stage calibration,” Electron. Lett.,
vol. 47, no. 4, pp. 254–255, Feb. 2011.

[19] W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling,
Numerical Recipes in FORTRAN: The Art of Scientific Computing, 2nd
ed. Cambridge, U.K.: Cambridge University Press, 2007.



LEE et al.: CALIBRATION METHOD FOR EYE-GAZE ESTIMATION SYSTEMS BASED ON 3D GEOMETRICAL OPTICS 3225

Hawarn Lee received the B.S. degree in mathemat-
ical science from the Korea Advanced Institute of
Science and Technology, Deajeon, Korea, in 2012,
where she is currently pursuing the M.S. degree in
electrical engineering. Her current research interests
include computational neuroscience, machine learn-
ing, and human-computer interface.

Nadeem Iqbal received the M.S. degree in computer
system engineering from the Ghulam Ishaq Khan
Institute, Topi, Pakistan, in 2003. He is currently
pursuing the Ph.D. degree in bio- and brian engineer-
ing at the Korea Advanced Institute of Science and
Technology, Daejeon, Korea. His current research
interests include image processing, eye gaze track-
ing, image-based eye analysis, supervised and unsu-
pervised machine learning methods, and computer
vision.

Wonil Chang was born in Seoul, Korea, in 1981.
He received the B.S. degree in electrical engineering
and the Ph.D. degree in bio- and brian engineering
from the Korea Advanced Institute of Science and
Technology, Daejeon, Korea, in 2003 and 2012,
respectively. He was a Visiting Scholar with the
Massachusetts Institute of Technology, Cambridge,
MA, USA, in 2004, and Pennsylvania State Uni-
versity, University Park, PA, USA, in 2006 and
2007. His current research interests include audio
and image signal processing, pattern recognition,

human-computer interface, and artificial neural networks.

Soo-Young Lee received the B.S. and Ph.D. degrees
from Seoul National University, Seoul, Korea, and
the Polytechnic Institute of New York, Brooklyn,
NY, USA, in 1975 and 1984, respectively. He was
with the Korea Advanced Institute of Science and
Technology, Daejeon, Korea. He is a Full Professor
with the Department of Electrical Engineering and
Computer Science. He received the INNS Leader-
ship Award and the INNS Presidential Award in
1994 and 2001, and joined the INNS Governing
Board in 2012. He was a President of the Asia-

Pacific Neural Network Assembly (APNNA) and received the APPNA Service
Award in 2004. He is the Editor-in-Chief of Natural Intelligence – The INNS
Magazine and is on Editorial Boards of several other journals. In 1997, he
established the Brain Science Research Center, and from 1998 to 2008, he
served as the Director and Principal Investigator of the Brain Neuroinformatics
Research Program, which is the first and truly interdisciplinary research
program in Korea for the brain-inspired intelligent systems with perception,
learning, inference, and human-like behavior.

His current research interests include artificial brains, i.e., human-like intel-
ligent systems based on biological information processing mechanisms. He
has worked on auditory models, information-theoretic processing, proactive
knowledge development, and top-down selective attention. He is interested
in combining cognitive neuroscience and information theory for artificial
cognitive systems.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


