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Abstract—A smart user-interface for mobile consumer 

devices was developed using a robust eye-gaze system without 
any hand motion. Using one camera and one display already 
available in popular mobile devices, the eye-gaze system 
estimates the visual angle, which shows the area of interest on 
the display to indicate the position of the cursor. Three novel 
techniques were developed to make the system robust, user-
independent, and head/device motion invariant. First, by 
carefully investigating the geometric relation between the device 
and the user’s cornea, a new algorithm was developed to 
estimate the cornea center position, which is directly related to 
the optical axis of the eye. Unlike previous algorithms, it does 
not utilize the user-dependent cornea radius. Second, to make 
the system robust for practical application, an algorithm was 
developed to compensate for imaging position errors due to the 
finite camera resolution. Third, a binocular algorithm was 
developed to estimate the user-dependent angular offsets 
between the optical and visual axes with only single point 
calibration. The proposed system was demonstrated to be 
accurate enough for many practical mobile user interfaces..1 
 

Index Terms—Human-computer interface, multimodal 
user interface, model-based eye-gaze estimation, binocular 
gaze relation. 

I. INTRODUCTION 

Smart mobile devices require a better human-machine 
interface. Many technologies have been developed recently 
for multimodal human-machine interfaces including eye-gaze 
tracking systems [1-4]. A new game system had been reported 
with an integrated user-interface consisting of a head-mounted 
display, an eye-gaze tracking system, a gesture recognizer, 
and a bio-signal classifier [1-2]. An eye-gaze tracking system 
and an electroencephalogram (EEG) classifier had also been 
integrated for a new computer interface [3]. Particularly for 
handheld devices where one hand is pre-occupied, an eye-
gaze-based interface would be quite advantageous to free the 
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other hand for other operations. The cursor could be moved 
naturally by the eye gaze, and the equivalent of mouse clicks 
or screen touches could be implemented by eye blinking, 
prolonged gaze fixation, or a simple device shaking motion. 
Furthermore, increased processing power and high-resolution 
cameras can now make the eye-gaze tracking affordable for 
the new generation of mobile devices.  

Eye-gaze tracking technologies are categorized into two 
approaches, two-dimensional (2D) interpolation (or regression) 
and three-dimensional (3D) model-based (or geometric) methods 
[5]. The 2D interpolation methods use a mapping function from 
2D eye-image features (or raw images) to determine the gaze 
position [6]. Although the interpolation methods are quite simple, 
they have fundamental problems with head movement and 
therefore are not suitable for mobile devices. The 3D model-
based approaches utilize the 3D geometric relationship among 
the eye(s), camera, and display [7-17]. The optical axis is 
estimated as the line between the cornea center and the pupil 
center, and the visual axis is obtained from the optical axis with 
user-dependent offset angles. The model-based approaches are 
capable of handling relative motion between the device and the 
user’s eye, and therefore have potential advantage for mobile 
applications. Although multiple cameras are advantageous [7], 
eye-gaze systems for popular mobile devices with only one 
camera are considered here. 

In order to estimate the visual axis accurately, it is necessary 
to know a few user-dependent parameters such as cornea radius 
and offset angles between the optical and visual axes. The visual 
axis is sensitive to these user parameters, of which accurate 
estimation has required bulky head-fixed or head-mounted 
systems. It is still challenging to obtain accurate eye-gaze 
estimation for mobile consumer devices with one camera and a 
small display screen while allowing head motion [18-19].  

In this paper, a new mobile device is presented with multi-
modal user interfaces, where the eye-gaze estimation plays an 
important role of cursor positioning in a natural manner. A new 
algorithm is proposed for estimating cornea center and cornea 
radius simultaneously via a single camera, and therefore it is not 
necessary to know the user-dependent cornea radius in advance. 
A method has been devised to reduce error due to finite pixel 
sizes of the camera. Furthermore, the user-dependent angle 
parameters between the optical and visual axes are obtained 
through a binocular gaze algorithm.  

The remainder of this paper is organized as follows: Section 
II presents the cornea center estimation algorithm, Section III 
describes error correction methods, Section IV discusses the 
binocular-gaze algorithm, and the experimental setup and 
results are presented in Section V. 
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Fig. 1. (a) A mobile device with eye-gaze estimation system consisting of 
a camera and several light sources for glint generation. (b) Geometrical 
optical relation among a light source, camera, and cornea. 

II. CORNEA CENTER AND RADIUS ESTIMATION 

The optical axis is defined as the line between the cornea 
center and pupil center. The cornea is a protective transparent 
membrane on the surface of the eye [20]. The cornea radius is 
a subject-dependent parameter which had been used for the 
estimation of the cornea center. Therefore, an accurate 
estimation of the cornea radius in advance was very important.  

There are two approaches for finding the cornea radius: the 
calibration- and non-calibration-based approaches. The 
calibration-based approach determines the cornea radius 
through a calibration procedure in which the subject fixates on 
several points presented sequentially on the display screen 
[17]. The non-calibration approach used multiple cameras to 
estimate the cornea center [18]. Using multiple cameras 
reduces the subject-dependent parameter but increases the 
system complexity. By carefully investigating the geometrical 
relation among cornea and devices, a new algorithm is now 
presented to estimate the cornea center and cornea radius 
simultaneously without any calibration. 

As shown in Figure 1(a), let’s consider a mobile device 
with a camera and several light sources for glint generation. In 
Figure 1(b), the geometric relation between the light source s, 
camera center o, and cornea center c is shown where all points 
are represented in bold font as 3D vectors of a world 
coordinate system. Here the camera center o is assumed to be 

the center of the world coordinate system for simplicity. The 
cornea of the eye is assumed to be a spherical surface with the 
cornea center c and radius r. In order to analyze the image 
formation process, we consider the i-th incident ray to come 
from the light source si and hit the cornea surface at the 
incidence point hi. The reflected ray passes through the 
camera center and hits the image plane at glint point ui. The 
camera center, cornea center, and light source are coplanar, 
and according to the law of reflection, the angle of incidence 
i is equal to the angle of reflection.  

From trigonometric rules, the relation between the cornea 
radius r and the distance between the cornea center and the 
camera center k is derived as 

 
                                                                                           (1) 

 
 

                                                                                          (2) 
 
where the subscript “i” represents the i-th light source 
location, d is the distance between the light source and the 
camera center, α is the angle between the light source and the 
glint vector, and i is the reflection angle.  

Each light source defines a plane with three positions, o, si, 
and ui, with c required to be located in the plane. Two planes 
defined from two light sources intersect along a line on which 
both o and c are located. We defined wij as the unit vector in 
the direction of the intersection line of the planes of two light 
sources, si and sj, and calculate it using vector multiplication 
as  

 
                                                                                           (3) 

 
Since c and wij are in the same (or the opposite) direction, the 
angle i is uniquely determined from two light sources. 
Equation (2) shows that i is depends only on r, and from (1) 
k/r becomes a function of r only. Since r and k should be the 
same for all light sources, the optimum estimation of r can be 
obtained by minimizing the following cost function:  
 

                                                                                           (4) 
 
where i is defined as a function of r for di, αi, and i from (2). 
It is important to notice that, unlike previous formulations, 
only one variable, r, is used to optimize the function, and the 
simple gradient descent iteration is applied as  

                                                                                         (5) 

where η is the learning rate. The derivative of the cost 
function with respect to r is obtained as  
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with  
 

                                                            .                         

Here the uniqueness of the inverse function i(r) in (6) is 
obtained because of the monotonic relationship between r and 
i in (2) within the parameter range of interest, i.e., 0 < i < 
π/4. At each iteration, new i values are estimated by 
numerically solving the nonlinear equation (2) for new r 
values. It has been observed that after a few iterations of (5), 
the cost function converges to a minimum. Then, from (1), the 
value of k and the cornea center position c are obtained.  

The proposed method requires an initial value for the cornea 
radius. The cornea radius is defined as the angle of reflection 
in (2). Therefore, the reflection angle is expressed as a 
function of the distance between the incidence point and the 
camera center m as follows: 
 
 

                                                                                           (7) 
 
 
In the experimental study, the distance between the 

incidence point and the camera center was similar to the 
distance between the subject’s eye and the camera center. 
Therefore, the average distance between the subject and the 
mobile device was used to find the initial reflection angle 
corresponding to each light source. In contrast, the previous 
algorithms required initial values for both the cornea center c 
and the cornea radius r. 

III. ERROR CORRECTION FOR GLINT POSITION 

The proposed algorithm for estimating a cornea radius is 
sensitive to errors on glint image position ui. The camera 
position is estimated through the camera calibration procedure 
or from the manufacture’s specifications. However, slight 
changes in the accuracy of the image position ui result in large 
errors in the estimated cornea radius r and cornea center c, and 
therefore gaze positions. Therefore, a method has been 
devised to reduce the error at the glint image position.  

For a system with L light sources, all values of wij from 
different (i,j) combinations should be identical. However, 
because of error on ui, they become different. To reduce this 
error, we used the average cornea wav, which is defined as 

 
                                                                                      (8) 

 
However, because of this error correction, the camera imaging 
position is no longer on the Pi plane defined by c, si, and o. 
Therefore, we propose to project ui on the Pi plane for error 
reduction. Since the normal vector ni to this plane is defined 
as  

 (9) 

the projection-corrected position ui
c is obtained as 

iiii
c
i nnuuu )(                                 (10) 

and used for cornea radius estimation. 

Light source location is analyzed and selected in order to 
improve the estimation precision. In (4), the locations of the 
two light sources are selected such that the angles (namely, i 
and j) are unequal. This inequality implies that the large 
difference in distance between the two light sources from the 
camera center is required for the better convergence. 
However, if the angles are equal, the difference in distance 
between the two light sources from the camera center is small. 
The objective function then prevents the convergence to an 
optimum solution. Therefore, light source pairs were selected 
to result in large differences of i.  

IV. BINOCULAR GAZE ESTIMATION 

In order to determine point of gaze (POG), the visual axis 
direction is required. The visual axis of the eye is defined 
between the cornea center and the fovea. The fovea is a small 
area with a diameter of about 1.2° in the retina. During gazing, 
the eye is oriented in such a way that the observed object 
projects itself on the fovea. It is known that the actual visual 
axis is not the same as the optical axis defined between the 
cornea and the pupil centers [16]. The offset between the 
optical and visual axes is compensated for with single point 
calibration. 

The distance between the pupil and the cornea centers is 
expressed as 

                                                                                                                 (11) 

where p is the pupil center and c is cornea center. The 3D 
pupil center is reconstructed by defining a pupil ray that 
comes out from the cornea surface, passes through the camera 
center o, and hits the image plane at the image point vp. The 
pupil ray, having a direction vector b, is written in parametric 
form as pp b  for some scalar p. We express p as a 

function of the distance parameter kp as 
 

                                                                                         (12) 

 
The cornea center c and the direction vector b are assumed to 
be known. The parameter kp is subject-dependent and is 
estimated using a binocular gaze algorithm. Having calculated 
the pupil center and knowing the cornea center, we determine 
the optical axis, and the normalized optical axis is converted 
to spherical coordinates:  
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intersects with the display screen, and since the geometric 
information of the screen is available, the POG is defined as  
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Solving the above system of equations for the binocular 
POG requires four angle parameters with two angles for each 
visual axis and distance parameter. In this case, we have more 
scalar unknowns than equations, and need more than one 
point for calibration or increase the system complexity by 
using two cameras instead of one. In order to use single point 
calibration with a single camera, we introduced the binocular 
eye algorithm to estimate the unknown parameters here.  
 During eye gazing, both eyes are oriented in such a way 

that their visual axes converge to the same position. This 
implies that the horizontal and vertical angles between the 
optical and visual axes of both eyes are equal. Anatomically, it 
is evident that the human body is symmetric around the 
sagittal plane. We also assumed that the distance between the 
cornea center and the pupil center is identical in both eyes. 
Therefore, the above assumptions are expressed as 

                                                        
 

                                                                                     (15) 

 

where the subscript “L” indicates the left eye and “R” 
indicates the right eye. The subject-dependent parameter for 
binocular eye relation with the above assumption reduces to 
three subject parameters: the angle parameters (φ and γ) and 
the distance parameter (kp). In order to optimize these 
unknown parameters for binocular vision, we devised the 
following objective function 

 
                                                                                     (16) 

 
where gL is the left POG and gR is the right POG. The 
calibration point is g. The objective function is non-linear. 
The Levenberg-Marquardt [21] algorithm was used to find the 
optimum values for the unknown parameters. The above 
algorithm reconstructs the visual axis and estimates the POG 
with a simple configuration of a single camera 

V.  EXPERIMENTAL RESULTS 

In order to validate the performance of the proposed 
algorithms, we used multiple light sources attached to a 
handheld device as shown in Figure 1(a). A 2-megapixel 
video camera at 30 fps is centered at the top of the screen. The 
distance between the subject and the handheld device is about 
200 mm. The user’s head is moving around in front of the 
mobile device. The system parameters, namely, the positions 
of light sources and the camera focal length, must be 
estimated once in the initial design phase or obtained from the 
manufacture’s specifications. In this study, we performed 
three experiments to analyze the performance of the algorithm 
for user-dependent parameters.  

In the first experiment, we observed the performance of our 
algorithm for finding the cornea radius and cornea center, and 
compared this with existing algorithms [18]. A pair of light 
sources attached to the display screen is used in order to 
estimate the cornea radius by iteratively minimizing (4) with 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

different initial distances between the camera center and the 
user’s eye. Then, the reflection angle i and cornea center c 
are calculated from (2) and (1), respectively. The existing 
algorithm using the same experimental setup required both the 
initial cornea center and the cornea radius.  

As shown in Table I, two initial cornea radius values, 15% 
larger (8.97 mm) and 10% smaller (7.02 mm) than the actual 
value, were used as the initial value, r-init, for the existing 
method. Furthermore, the initial cornea radius was estimated 
from (7) and used for both the proposed and existing methods. 
The proposed algorithm estimated the true cornea radius at  
7.8 mm for all different distances. Therefore, the proposed 
cornea estimation method does not depend on the distance. 
This implies that the proposed algorithm allows the subject to 
move during the eye-gaze estimation. As can be observed in 
Table I, for each initial distance and for every initial cornea 
radius, the results of the existing method vary. However,  
this slight variation leads to a large angular error for eye-gaze 
estimation. 

Next, the performance of the glint image error correction 
algorithm was tested. One hundred independent realizations of 
an additive zero-mean Gaussian noise with standard 
deviations between 0.1 and 0.5 pixels were added to the image 
position in order to simulate the error in ui. The angular errors 
between the true and estimated optical axes are estimated. The 
estimated optical axis was obtained from the estimated cornea 
and pupil center positions. The cornea radius and cornea 
centers were estimated using the proposed algorithm in 
Section II. For a system with L light sources, we obtained the 
average cornea vector wav as (8), and corrected glint image 
position ui by (10). The average and standard deviation of the 
angular errors are summarized in Table II for the 100 random 
realizations. The results in Table II show that the proposed 
error correction method reduced the angular error by 20%. To 
reduce the error further, we also applied the frame average of  
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TABLE I 
ESTIMATED CORNEA RADIUS WITH PROPOSED AND EXISTING 

METHOD 

INITIAL DISTANCE k 
 190 mm 195 mm 205 mm 210 mm 

Existing method 
r-init = 8.97 

 
8.91 

 
7.67 

 
7.70 

 
8.90 

r-init = 7.02 7.31 7.79 7.78 7.58 
r-init by (7) 7.32 7.80 7.79 8.36 

Proposed  
r-init by(7) 

 
7.80 

 
7.80 

 
7.80 

 
7.80 

TABLE II 
ERROR CORRECTION PERFORMANCE 

Glint Image 
Error Level 

Eye-Gaze Angular error (°) 

Without- 
correction 

With 
correction 

With 5-frame 
average and 
correction 

0.1 PIXEL 1.14°±0.99° 0.92°±0.75° 0.20°±0.19° 
0.2 PIXEL 2.02°±1.92° 1.45°±1.39° 0.60°±0.48° 
0.3 PIXEL  2.99°±2.05° 2.32°±1.98° 0.98°±0.59° 
0.4 PIXEL 4.11°±2.99° 3.01°±2.42° 1.16°±0.89° 
0.5 PIXEL 5.08°±4.12° 3.70°±3.21° 1.30°±1.01° 
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Fig. 2. Convergence of the user-dependent parameters with binocular 
gaze estimation.  (a) Error between left and right POGs, and (b) user-
dependent parameters. 

 
ui for five frames in each experiment. By averaging five 
frames, i.e., about 0.16 s at the frame rate of 30 fps, the 
angular errors become 0.98° and 1.30° with 0.3 and 0.5 pixel 
errors, respectively. Many commercial eye-gaze systems with 
bulky hardware offer about 1° angular error. However, the 
distance between eye and display screen is much smaller for 
mobile devices than that of the bulky commercial systems, and 
the above 0.98° and 1.30° errors may be acceptable. 

In the third experiment, to measure the user-specific 
parameters, i.e. kp, φ, and γ, the proposed binocular one-point 
calibration procedure was performed. During the calibration 
procedure, the subject was asked to fix their gaze on one point 
on the display screen. Then, the user parameters were 
obtained by minimizing (16). As shown in Figure 2(a), the left 
and the right POGs effectively converge to the same calibrated 
point on the screen. In Figure 2(b), after 500 iterations the 
solution converges to the true user-dependent parameter 
values. Since the calculation is simple, this iteration was done 
in real time. 
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Fig. 3. Eye gaze estimation with a smart handheld device. (a) 0.1 pixel 
errors for both glint and pupil center positions with 5-frame average, and 
(b) 0.3 pixel errors for both glint and pupil center positions with 5-frame 
average.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

Using the optimized parameter values, the POG estimation 
was performed for nine fixation points on the display screen. 
Also, Gaussian noise was added to both the glint image and 
pupil image positions with 0.1 and 0.3 pixels each. The 
estimated point-of-gaze positions of 100 realizations were 
shown in the Figure 3. Also, the average angular errors are 
summarized in Table III. These results show that the accuracy 
of the eye-gaze positions and angular errors is somewhat 
worse than that of the commercial bulky systems. However, it 
may still be good enough to identify which part of the display 
screen users are looking at for many simple menu-driven user 

TABLE III 
ANGULAR GAZE ERROR WITH 5-FRAME AVERAGE AT DIFFERENT 

GAZE POSITIONS 
 

 0.1 pixel error on both glint and pupil center  

Left Column Center Column Right Column 

Top Row 0.30° 0.33° 0.97° 
Middle Row 0.54° 0.47° 1.06° 
Bottom Row  0.97° 0.43° 1.41° 
 

 0.3 pixel error on both glint and pupil center 

Left Column Center Column Right Column 

Top Row 1.83° 1.35° 2.27° 
Middle Row 2.52° 1.75° 2.49° 
Bottom Row 3.89° 2.52° 3.63° 
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interfaces. For systems requiring higher accuracy the 
averaging may be done with more frames. Actually the 
averaging with 10-frames still provides 300 ms and 150 ms 
temporal resolution with 30 and 60 frames per seconds frame 
rates, respectively, which are good enough for real-time 
applications. 

VI. CONCLUSION 

The proposed user interface for hand-held mobile devices 
in this paper is based on 3D geometrical model-based eye–
gaze estimation. The eye-gaze provides the point-of-interest 
on the display screen, which may naturally be used to control 
the cursor. The push button need be implemented by a 
prolonged gaze fixation, or another modality such as 
acceleration and EEG. This system is non-intrusive and allows 
users to move head and hands freely. It has a wide range of 
application and great potential for use with mobile consumer 
devices.  

Compared to existing methods, the developed system is 
simple and robust on imaging position errors of glint and pupil 
center. This advantage comes from new careful investigation 
of geometrical relation among handheld device and user eyes. 

The proposed system is accurate enough for applications 
requiring moderate accuracy of the cursor control. In the 
future the emergence of better camera and display will provide 
much better gazing accuracy for nearly every application on 
mobile consumer devices.  
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