
III. Experimental Results 
1) WOZ 2.0 
• Restaurant reservation domain, 3 slots (Area, Food, Price range)


2) MultiWOZ 
• Multi-domain conversation, 35 slots of 7 domains


3) Attention Visualization
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IV. Conclusion 
• SUMBT achieved the state-of-the-art joint accuracy performance in WOZ 2.0 

and MultiWOZ corpora


• Sharing knowledge by learning from multiple domain data helps to improve 
performance


• As future work, we plan to explore whether SUMBT can continually learn new 
knowledge when domain ontology is updated


• Our implementation is open-published in https://github.com/SKTBrain/SUMBT
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Model Joint Accuracy
NBT-DNN (Mrksic et al., 2017) 0.844
BT-CNN (Ramadan et al., 2018) 0.855
GLAD (Zhong et al., 2018) 0.881
GCE (Nouri and Hosseini-Asl, 2018) 0.885
StateNetPSI (Ren et al., 2018) 0.889
Baseline 1 (BERT+RNN) 0.892 (±0.011)
Baseline 2 (BERT+RNN+Ontology) 0.893 (±0.013)
Baseline 3 (slot-dependent SUMBT) 0.891 (±0.010)
Slot-independent SUMBT (proposed) 0.910 (±0.010)

I. Introduction 
• In goal-oriented dialog systems, belief trackers estimate the probability 

distribution of slot-values at every dialog turn


• Previous neural approaches have modeled domain- and slot-dependent 
belief trackers, and have difficulty in adding new slot-values, resulting in lack 
of flexibility of domain ontology configurations


• We propose a new approach to universal and scalable belief tracker, 
called slot-utterance matching belief tracker (SUMBT) 

• SUMBT learns the relations between domain-slot-types and slot-values 
appearing in utterances through attention mechanisms based on contextual 
semantic vectors


• Furthermore, SUMBT predicts slot-value labels in a non-parametric way

II. SUMBT:  
Slot-Utterance Matching Belief Tracker 

1) Contextual Semantic Encoders 

• Encode pairs of system �  and user utterances � ,  
using the pretrained BERT:


• Also, literally encode domain-slot-type !  and slot-values !  at turn ! :


• The slot-value BERT encoder is not fine-tuned


2) Slot-Utterance Matching 
• Retrieve the relevant information corresponding to the domain-slot-type from 

the utterances using attention mechanism


3) Belief Tracker 
• Model dialog flows using an RNN


• Additionally, normalize the RNN output


4) Training Criteria 
• Distance metric based classifier


• Training loss


• By training all domain-slot-types together, the model can learn general relations between 
slot-types and slot-values, which helps to improve performance.
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Figure 1. An example of multi-slot dialog state tracking and our motivation
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[CLS] what type of food would you like ? [SEP]
a moderately priced modern European food . [SEP]
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Figure 2. The architecture of slot-utterance matching belief tracker (SUMBT) 

Table 1. Joint Accuracy of on the evaluation dataset of WOZ 2.0 corpus

Table 2. Joint Accuracy of on the evaluation dataset of MultiWOZ corpus 
* The experiment results are reported in Wu et al., 2019

Figure 3. Attention visualzation of the first three turns in a dialog (WOZ2.0)
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<Turn 1> 
System: What type of food would you      
               like? 
User:      A reasonably priced modern 
               European food.

Belief state  
of “food” slot in “restaurant” domain

none 
don't care 

cheap 
moderate 
expensive

none 
don't care 

Modern European 
Indian

Dialog

Belief state  
of “price range” slot in “restaurant” domain

question

answer

answer

question

Turn 1 Turn 2 Turn 3

area price range
(none) (moderate)

are  price range
(none)     (moderate)

area price range
(don’t care) (moderate)

U: Hello, I’m looking for a restaurant, either 
Mediterranean or Indian, it must be reasonably 
priced though.

S: Sorry, we don’t have any matching restaurants.

U: How about Indian?

S: We have plenty of Indian restaurants. Is there 
a particular place you’d like to stay in?

U: I have no preference for the location, 
I just need an address and phone number.

Turn 1,

Turn 2,

Turn 3,

Dialog Example
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Turn 1 Turn 2 Turn 3

area price range
(none) (moderate)

are  price range
(none)     (moderate)

area price range
(don’t care) (moderate)

U: Hello, I’m looking for a restaurant, either 
Mediterranean or Indian, it must be reasonably 
priced though.

S: Sorry, we don’t have any matching restaurants.

U: How about Indian?

S: We have plenty of Indian restaurants. Is there 
a particular place you’d like to stay in?

U: I have no preference for the location, 
I just need an address and phone number.

Turn 1,

Turn 2,

Turn 3,
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Model MultiWOZ MultiWOZ 

(Only Restaurant)

Joint Slot Joint Slot
MDBT (Ramadan et al., 2018)* 0.1557 0.8953 0.1789 0.5499
GLAD (Zhong et al., 2018)* 0.3557 0.9544 0.5323 0.9654
GCE (Nouri et al., 2018)* 0.3627 0.9842 0.6093 0.9585
TRADE (Wu et al., 2019) 0.4862 0.9692 0.6535 0.9328

SUMBT 0.4240 
(±0.0187)

0.9599 
(±0.0016)

0.7858 
(±0.0115)

0.9575 
(±0.0025)

https://github.com/SKTBrain/SUMBT

